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Abstract—Fine-tuning can be used to tackle domain spe-
cific tasks by transferring knowledge learned from pre-trained
models. However, previous studies on fine-tuning focused on
adapting only the weights of a task-specific classifier or re-
optimising all layers of the pre-trained model using the new task
data. The first type of method cannot mitigate the mismatch
between a pre-trained model and the new task data, and the
second type of method easily causes over-fitting when processing
tasks with limited data. To explore the effectiveness of fine-
tuning, we propose a novel block-wise optimisation mechanism,
which adapts the weights of a group of layers of a pre-trained
model. This work presents a theoretical framework and empirical
evaluation of block-wise fine-tuning to find a reliable transfer
learning strategy. The proposed approach is evaluated on two
datasets, Oxford Flowers and Caltech 101, using 15 commonly
used state-of-the-art pre-trained base models.

Results indicate that the proposed strategy consistently outper-
forms the baselines in terms of classification accuracy, although
the specific block leading to optimal performance may vary across
models. The investigation reveals that selecting a block from
the fourth quarter of a base model generally yields improved
performance compared to the baselines. Overall, the block-wise
approach consistently outperforms the baselines and exhibits
higher accuracy and reliability. This study provides valuable
insights into the selection of salient blocks and highlights the
effectiveness of block-wise fine-tuning in achieving improved
classification accuracy in various models and datasets.

Index Terms—Fine-tuning, Transfer Learning, Block-wise, Ex-
plainable Performance, Pre-trained Model, Deep Learning

I. INTRODUCTION

The rapid development of deep learning technologies has

made it easy to construct and train complex neural networks

[1]. The deep structure of neural networks has thus gained

tremendous success. However one of their critical challenges

is that it needs large amounts of data. Training a model for

a specific task on a limited data can lead to poor general-

ization due to over-fitting. Although lots of data can be now

collected online, data annotation is always an expensive and

time-consuming task. Therefore, more often in practice, one

would fine-tune existing networks by continuing training it

on the new task data. This can benefit many applications not

having sufficient data by transferring learned knowledge from

multiple sources to a domain-specific task [2], [3].

Fine-tuning can process a pre-trained network in three

different ways. The first is to freeze all the weights of the

pre-trained network, but optimise only classifier layers using

new task data. The second is to optimise the weights of all

layers. The last one is done by adapting the weights of a subset

layers of the pre-trained model as they would be more useful

to learn dataset-specific features than other layers.

In our preliminary experiments, we noticed that using a pre-

trained models for image classification tasks with large number

of classes classification typically yield to low accuracy. We

thus hypothesised that fine-tuning a group of layers may lead

to some interesting results. Although fine-tuning a subset of

layers seems to be more instinctively reasonable than the

first two, it is not yet fully investigated how to determine

which layers in the pre-trained network can have a greater

contribution than other layers, when being tuned on new task

data. We therefore propose a novel framework using block-

wise fine-tuning in this paper and aim to explore an efficient

way to find out the salient set of layers relevant to the features

of new task data and improve fine-tuning reliability.

The block-wise mechanism is conducted by dividing a deep

network into blocks, each of which consists of a group of

layers. In this study, we conducted experiments using 15

widely adopted models that were pre-trained on the Imagenet

dataset. These models were subsequently fine-tuned on two

datasets, namely Oxford Flowers [4] and Caltech 101 [5].

To determine the most salient block, we tested the block-

wise fine-tuning strategy on each of the model’s individual

blocks. By fine-tuning a subset of layers within each block,

we aimed to identify the block that yields the highest accuracy

performance. In the subsequent sections, we will present a

detailed description of our proposed approaches, which outline

the specific techniques and methodologies employed in our

research.

The rest of this paper is organised as follows: Section

2 introduces the previous studies in relation to fine-tuning;

the theoretical framework is presented in detail in Section 3;

Section 4 describes the experimental set-up. The results and

analysis of our experiments are presented in Section 5, and

finally conclusions are drawn in the last section.

II. RELATED WORK

Within the framework of transfer learning and relying on

the architecture of a pre-trained model (PTM), fine-tuning

can adapt the model parameters on the target data and has

become one of the most promising deep learning techniques in

different research fields, such as computer vision (CV), natural

language processing (NLP), and speech processing.
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A. Fine-tuning in Computer vision

In computer vision community, the annual ImageNet Large

Scale Visual Recognition Challenge (ILSVRC) [6] provided

multiple images sources and has resulted in a number of inno-

vations in the architecture, such as VGG [7], MobileNetV2 [9],

and ResNet50 [10]. By fine-tuning, these high-performing pre-

trained models are now widely used in image generation [11],

[14], image classification [15], [16], [17], [18], image caption

[12], [13], anomaly detection [19], [20], [21], image retrieval

[22], [23], etc. In these previous studies, the development of

fine-tuning techniques in CV can be found.

The first aspect of fine-tuning is layer wise adaptation.

Regarding the studies on the roles of hidden layers, Yosinski

et al. [28] conducted empirical study to quantify the degree

of generality and specificity of each layer in deep networks.

The related studies [28], [29] further claimed that the low-

level layers extract general features and the high-level layers

extract task-specific features in a deep network. Since then,

further works have been conducted to exploit the role of

each layer. In [30], Tajbakhsh et al. showed that tuning only

a few high-level layers is more effective than tuning all

layers. Guo et al. [31] proposed an auxiliary policy network

that decides whether to use the pre-trained weights or fine-

tune them in layer-wise manner for each instance. In [18],

Ro et al. proposed an algorithm that improves fine-tuning

performance and reduces network complexity through layer-

wise pruning and auto-tuning of layer-wise learning rates.

To further reinforce auto-tuning of layer-wise learning rate,

Tanvir et al. [32] proposed RL-Tune, a layer-wise fine-tuning

framework for transfer learning which leverages reinforcement

learning (RL) to adjust learning rates as a function of the target

data shift.

The second aspect of fine-tuning is in relation to hyper-

parameter optimisation. This is because the increasing com-

plexity of deep learning architecture’s slow training is partly

caused by “vanishing gradients”. In which, the gradients

used by back-propagation are extremely large for weights

connecting deep layers (layers near the output layer), and

extremely small for shallow layers (near the input layer); this

results in slow learning in the shallow layers[33]. So, Bharat

et al. [33] proposed a method to allow larger learning rates to

compensate for the small size of gradients in shallow layers.

Since then, various approaches have been explored for better

regularization of the transfer learning with effective hyper-

parameter selection. In [34] Kornblith et al. proposed a grid-

search based approach to search for better hyper-parameters,

and Li et al. [3] provided an elaborate guideline of learn-

ing rates and other hyper-parameter selections. Furthermore,

Parker et al. proposed provably efficient online hyperparameter

optimization with population-based bandits, which is found to

be effective in optimizing RL training [35] . To improve fine-

tuning by using optimiser, Loshchilov et al. [40] designed

two robust optimisers, SGDW and AdamW, by combining

SGD [36] and Adam [37] with decoupled weight decay. The

work in [38], [39] also explored the use of two optimisers,

SGD and AdamW, on ImageNet like domains in terms of

fine-tuning accuracy. Recently, [41] found that large gaps in

performance between SGD and AdamW occur when the fine-

tuning gradients in the first “embedding” layer are much larger

than in the rest of the model, and claimed that freezing only the

embedding layer can lead to SGD performing competitively

with AdamW while using less memory.

The third aspect is neural architecture search (NAS), aiming

to adapt the architecture of a pre-trained network to match

to the characteristics of new task data. Liu et al. [24] used

a sequential model-based optimization to guide the search

through the architecture of the network. Pham et al. [25]

proposed an efficient NAS (ENAS) with parameter sharing,

which focuses on reducing the computational cost of NAS by

reusing the trained weights of candidate architectures in sub-

sequent evaluations. Lu et al. [26] proposed neural architecture

transfer (NAT) to efficiently generate task-specific custom NNs

across multiple objectives. Kim et al. [27] proposed to reduces

the search cost using given architectural information and cuts

NAS costs by early stopping to terminate the search process in

advance. In [16], Tanveer et al. developed differentiable neural

architecture search method by introducing a differentiable and

continuous search space instead of a discrete search space and

achieves remarkable efficiency, incurring a low search cost.

B. Fine-tuning in Natural Language Processing

Compared to CV, NLP models was typically more shallow

and thus require different fine-tuning methods [42]. In NLP,

Mikolov et al. [43] proposed a simple transfer technique by

fine-tuning pre-trained word embeddings, a model’s first layer,

but has had a large impact in practice and is now used in

most state-of-the-art models. To mitigate LMs’ overfitting to

small datasets, Jeremy et al. [42] proposed discriminative

language model fine-tuning to retain previous knowledge and

avoid catastrophic forgetting. In the last couple of years, large

language models, such as GPT [44] and BLOOM [45], were

developed by using mask learning on large amounts of text

data. Given the size of these large language models, fine-

tuning all the model parameters can be compute and memory

intensive [46]. Some recent studies [47], [48] have proposed

new parameter efficient fine-tuning methods that update only

a subset of the model’s parameters. As adversarial samples of

new task are usually out-of-distribution, adversarial fine-tuning

fails to memorize all the robust and generic linguistic features

already learned during pre-training. To mitigate the impacts

caused by this, Dong [49] et al. proposed to use mutual infor-

mation to measure how well an objective model memorizes the

useful features captured before. Furthermore, Mireshghallah

et al. [50] empirically studied memorization of fine-tuning

methods using membership inference and extraction attacks

as large models have a high capacity for memorizing training

samples during pre-training.

C. Fine-tuning in Speech Processing

For speech processing, fine-tuning can work not only for

language model adaptation [51], [54], but also for tuning
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acoustic models [52], [53], [55], [56]. Fine-tuning language

models in speech processing is same as its use in NLP.

Guillaume et al. [54] developed a method using a transformer

architecture to tune a generic pre-trained representation model

for phonemic recognition. For acoustic model adaptation,

Violeta et al. [52] proposed an intermediate fine-tuning step

that uses imperfect synthetic speech to close the domain shift

gap between the pre-training and target data. Tsiamas et al.

[53] proposed to use an efficient fine-tuning technique that

trains only specific layers of our system, and explore the use

of adapter modules for the non-trainable layers. Peng et al.

[56] used fine-tuning to learn robust acoustic representation

to alleviate the mismatch between a pre-trained model and

new task data. The similar work can be also found in [57],

where Haidar et al. employed Generative Adversarial Network

(GAN) [58] to fine-tune a pre-trained model to match to the

acoustic characteristics of new task data.

III. THEORETICAL FRAMEWORK

Fine-tuning (FT) in this work is to adapt the weights (W) of a

group of layers (Ls) of a pre-trained deep neural network (DN)

given input data matrices X = {X1, X2, . . . , XM} , where M
is the number of training samples of a new task, and Xm

represents the m-th sample matrix. The aim of the proposed

approach is to find out the block BLs most relevant to the

target data. This can be represented by:

BLs,W = argmax
Ls,W

Accuray(DN(X)) (1)

To attain the aim, we designed block-wise fine-tuning. Fig.

1 shows the architectures of source model and three target

models for fine-tuning. Fig. 1(a) is the pre-trained source

model. Fig. 1(b) shows the target model (Baseline I) where

only classifier layers marked blue are to be adapted and the

weights of other layers will be freezed. Fig. 1(c) is the target

model (Baseline II), where all layers are to be re-optimised.

The two target models will be used as baseline models for a

comparison in this paper. Fig. 1 (d) show the architectures of

block-wise fine-tuning. The dash box means when a layer or

a group layers are being tuned, the weights of other layers,

except classifier layers, keep fixed.

Block-wise Fine-tuning

In a deep neural network, several adjacent layers with a

similar function can be often grouped into a block. Tuning

the weights of these layers in a block rather than all layers is

an efficient way to match the learned knowledge to a specific

task since only a relatively small part of parameters will be

adapted. Fig. 1(d) shows the architecture of block-wise fine-

tuning, starting from the input end of a deep network.

For block-wise fine-tuning, its critical step is to divide the

structure of a deep neural network into blocks. In our work,

the division can be done by non-weighting layers, such as

the Maxpooling layer and Activation layer. In some typical

deep neural networks, such as VGG16 [7] and ResNet50

[10], there include not only Convolutional layers, but also

MaxPooling, Batch Normalization, and Activation layers. The

convolutional layers in these models generally contain major

parameters, and only a relatively small number of parameters

are from other layers. This means Maxpooling layer, Batch

Normalization layer, and even Activation layers could be

viewed as a delimiter to segment a deep neural network into

blocks.

Algorithm 1 Block-wise fine-tuning (FT)

1: Load the weights, W, of a pre-trained model (DN)

2: Preprocess input data, X, and select 70% data for training

and 30% data for evaluation

3: N = # Blocks of DN
4: Initialise layer index, i = 1,

5: Initialise accuracy array, Acc = zeros(N)
6: Training:
7: While i < N
8: tune the weights of the layers in the ith block, Bi,

9: and classifier

10: Acc[i] = FT(DN(Bi, C))
11: i = i+ 1
12: EndWhile

13: Evaluation:
14: Identify the most salient block, Bopt, using Acc
15: Compare Bopt Acc to the Baselines Acc

Algorithm 1 shows the pseudo code of implementing block-

wise fine-tuning, where a while loop is run over blocks.

IV. EXPERIMENTAL SET-UP

A. Data set

The algorithms were tested on two datasets: (1) Oxford

Flowers (OXF) [4], (2) Caltech 101 (CAL) [5]. Both datasets

have more than 100 classes with varying number of images

per class. The images are color images resized to a resolution

of 224 × 224 pixels, then we scaled RGB to 0-1 range. The

datasets were split into training, validation, and testing with

ratios of 70%, 20% and 10% respectively.

B. Classifiers

The training process for this experiment involves using the

pre-trained models on the ImageNet weights, as a starting

point, and then fine-tuning the models on the datasets. We

used TensorFlow Keras library to build and train the models.

We have evaluated the performance of the algorithms on 15

commonly used pre-trained base models shown in table I. The

models had been chosen to be varying in layer numbers, and

size.

For the classifier layers, we started with a Flattening layer,

which flattens the dimensions of the output to prepare it for the

use in Fully Connected (FC) layers [62]. Then a dense layer,

with 512 units, followed by a dropout layer with a rate of 0.5 to

reduce the probability of over-fitting [64]. Then a dense layers

with 102 units respectively. The 512 units layer is activated

by a ‘relu’ function, and the final dense layer has five units,

activated by ‘softmax’ for the multi-class classification [63].
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Fig. 1: Architectures of source model and three target models: (a) source model (b) fine-tuning only classifier layers of

source model, (c) fine-tuning all layers of source model, (d) target model adapted by block-wise fine-tuning.

TABLE I: Tested Base Models

Base Models Abbreviation Ref.

VGG16 architecture VGG16 [7]
MobileNetV1 MN1 [60]
MobileNetV2 MN2 [9]
MobileNetV3 small MN3S [61]
MobileNetV3 large MN3L [61]
ResNet50 V2 RestNet [10]
Self Regulated Networks (2 giga flops) RegNetX002 [65]
Self Regulated Networks (4 giga flops) RegNetX004 [65]
EfficientNetV2B0 architecture EffNetV2B0 [66]
EfficientNetV2B1 architecture EffNetV2B1 [66]
EfficientnetV1B0 architecture EffNetV1B0 [67]
EfficientnetV1B1 architecture EffNetV1B1 [67]
Xception XCP [68]
NASNetMobile NasNet [69]
DenseNet121 DenNet [70]

The model is then compiled with loss function “categorical

cross-entropy”, an optimizer “Adam” and metrics as validation

“accuracy”. The model is then trained on the training data with

batch size of 24, 10 epochs and validation data and callbacks.

V. RESULTS AND ANALYSIS

Our investigation commenced by evaluating the perfor-

mance of three different models: Baseline I (BL1), Baseline

II (BL2), and individual blocks of the base models. BL1 only

fine-tunes the classifier layers, BL2 fine-tunes both the base

model layers and the classifier layers, while the individual

block models fine-tune a specific block and the classifier layers

while keeping the remaining parts of the model frozen.

To assess the performance of these models, we conducted

experiments on two datasets: OXF dataset and CAL dataset.

The accuracy results obtained on the OXF dataset are pre-

sented in Figure 2, while the accuracy results on the CAL

dataset are illustrated in Figure 3.

Upon examining the figures, it is apparent that the optimal

block (Bopt) consistently outperforms both baselines across
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Fig. 2: Bopt and baselines classification accuracy on the

OXF dataset.
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Fig. 3: Bopt and baselines classification accuracy on the

CAL dataset.

a majority of the models for both datasets. This observa-

tion demonstrates the superior performance of our proposed

approach compared to the baselines, underscoring the effec-

tiveness of selectively fine-tuning specific blocks in achieving

improved accuracy results.
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Fig. 4: Classification accuracy of OXF dataset showing the

first and last blocks.
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Fig. 5: Classification accuracy of CAL dataset showing the

first and last blocks.

Subsequently, we further explored the performance of all the

blocks to gain insights into a method for identifying the most

salient block. The results of this investigation are presented in

Appendix A. Upon analyzing the figure, it becomes apparent

that pinpointing the exact block that would yield optimal

performance is uncertain. However, there is a discernible

pattern that emerges from the results.

To gain a deeper understanding of the performance of the

blocks, we compared the performance of the baselines with

the first and last blocks for all the models. The results of this

comparison are presented in Figure 4 for the OXF dataset and

Figure 5 for the CAL dataset. From the figures, it becomes

evident that the last block consistently outperforms both the

baselines and the first block. This indicates the significance of

the final block in achieving improved performance. However,

it is important to note that the last block does not necessarily

correspond to the optimized block (Bopt) shown in Figures 2

and 3. The comparison highlights the complexity of identifying

the most salient block, as the optimized block may not always

be the last block in the model architecture.

Based on our findings, we can draw a general conclusion

that selecting the blocks closer to the classifier layers of almost

any base model will result in improved performance compared

to the baselines, leading to higher classification accuracy.

To further illustrate this, we present box plots in Figure 6 for
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Fig. 6: Box plot representing the classification accuracy of

all base models on the OXF dataset. The plot showcases

both the baseline accuracies and the results of block-wise

fine-tuning for each quarter of the blocks.
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Fig. 7: Box plot representing the classification accuracy of

all base models on the CAL dataset. The plot showcases

both the baseline accuracies and the results of block-wise

fine-tuning for each quarter of the blocks.

the OXF dataset and Figure 7 for the CAL dataset. These box

plots display the performance of all the models per quarter,

including the baselines. The blocks here are equally divided

into four quarters. Q1,2,3,4 covers the first 25% blocks, the

middle two 25% layers, and the last 25% layers close to the

target layer, respectively.

By examining these figures, we observe that the blocks

from the fourth quarter consistently outperform the baselines,

as evidenced by the higher accuracy values. Furthermore we

can observe that the inter quarterly rang for the block-wise

strategy is much smaller than BL1. This further supports

our conclusion that selecting a block from the fourth quarter

(the last 25% of the blocks) yields better performance and

increased classification accuracy compared to the baselines.

Furthermore the performance would be much more reliable

and consistent using the block-wise strategy.

VI. CONCLUSION AND FUTURE WORK

In this study, we proposed and evaluated a block-wise

fine-tuning approach for optimizing the performance of pre-

trained deep neural networks on new tasks. The experimental

evaluation was conducted on two datasets, Oxford Flowers
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(OXF) and Caltech 101 (CAL), using 15 commonly used pre-

trained base models.

The results demonstrated that the block-wise approach con-

sistently outperformed the baselines, Baseline I (tuning only

the classifier layers) and Baseline II (tuning all layers), in

terms of classification accuracy. The optimal block, although

varying across models, consistently yielded better performance

than the baselines. Furthermore, analysis of the first and last

blocks revealed the superiority of the last block, indicating its

importance in achieving improved performance. However, it

should be noted that the optimized block does not necessarily

correspond to the last block, emphasizing the complexity of

identifying the most salient block within a base model.

Moreover, the investigation revealed a pattern where select-

ing a block from the fourth quarter of a base model generally

resulted in improved performance compared to the baselines.

This finding provides valuable insights for selecting the most

relevant block in the block-wise fine-tuning process.

In conclusion, the block-wise fine-tuning approach demon-

strated higher accuracy and reliability compared to the base-

lines. It offers a practical and effective method for adapting

pre-trained base models to new tasks by selectively tuning

specific blocks rather than the entire network.

Future research directions include exploring the effective-

ness of block-wise fine-tuning on different types of models,

investigating additional performance metrics beyond classifica-

tion accuracy, developing advanced algorithms for automated

selection of the optimal block, and extending the evaluation

to other datasets and tasks. By pursuing these directions, can

further enhance our understanding of block-wise fine-tuning

and develop more efficient and accurate strategies for adapting

pre-trained models to new tasks.

APPENDIX

The classification accuracy for each block for both datasets

are presented in Figure 8
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Fig. 8: Classification accuracy per block number for both datasets.

420

 



[29] Zeiler, M. D., Fergus, R., “Visualizing and understanding convolutional
networks”, in The European Conference on Computer Vision (ECCV), pp.
818–833, 2014.

[30] Tajbakhsh, N., Shin, J. Y., Gurudu, S. R., Hurst, R. T., Kendall, C. B.,
Gotway, M. B., and Liang, J., “Convolutional neural networks for medical
image analysis: Full training or fine tuning?”, in IEEE transactions on
medical imaging vol.35(5), pp. 1299–1312, 2016.

[31] Guo, Y., Shi, H., Kumar, A., Grauman, K., Rosing, T., and Feris, R.,
“SpotTune: transfer learning through adaptive fine-tuning”, in Proceed-
ings of the IEEE conference on computer vision and pattern recognition
(CVPR), pp. 4805–4814, 2019.

[32] Tanvir Mahmud and Natalia Frumkin and Diana Marculescu, “RL-
Tune: A Deep Reinforcement Learning Assisted Layer-wise Fine-Tuning
Approach for Transfer Learning”, in First Workshop on Pre-training:
Perspectives, Pitfalls, and Paths Forward at ICML, 2022.

[33] Bharat Singh and Soham De and Yangmuzi Zhang and Thomas A.
Goldstein and Gavin Taylor, “Layer-Specific Adaptive Learning Rates
for Deep Networks”, in IEEE 14th International Conference on Machine
Learning and Applications (ICMLA), pp. 364–368, 2015

[34] Kornblith, S., Shlens, J., and Le, Q. V., “Do better imagenet models
transfer better?”, in Proceedings of the IEEE/CVF conference on com-
puter vision and pattern recognition, pp. 2661–2671, 2019.

[35] Parker-Holder, J., Nguyen, V., and Roberts, S. J., “Provably efficient
online hyperparameter optimization with population-based bandits”, in
Advances in Neural Information Processing Systems, vol.33, pp. 17200–
17211, 2020.
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