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The World is changing-Generative Al is here

Chat-GPT sprints to 100 million users

2008 1999 2008 2006 2004 2008 2009 2010 2016 2022
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Business leaders remain focused on generative

Al ahead of other emerging technologies
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Introduction to Generative Al

Generative Al refers to algorithms and models « Generative m
that enable computers to generate content, £ gk
including text, images, audio, and video, by
learning from existing data.
Al systems that create new data instances that ,
resemble the training data. i
Types of Technologies Involved: Bt
_ * Machine Learning (ML) e k

* * Natural Language Processing (NLP)

"+ Neural Networks (Deep Learning)
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Few Examples of what is achievable by Generative Al

Text to image

Describe the type of image you want and receive
a visual response

Example:

“A cloudy morning on the beach with the tide
coming in”

~

p
Image to video

Upload a variety of images and receive a visual
response composing thie imagery

Example:

‘Use Generative Al with prompts to convert an
image into a video"

N

7

Image to text

Upload an image and receive a variety of

descriptions for the image
Example:

l
|
|
l
’
|
R

Rrwilx
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© chatGPT

Does this look familiar to you?

ChatGPT 40

G

Experience Create a Python script for Fun fact about the
Seoul like a local workout plan daily email reports Roman Empire
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Does this look familiar to you?

ChatGPT
.

@ how to merge dictionaries in python?

. To merge two dictionaries in Python, you can use the “update()"
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Does this look familiar to you?

Microsoft 365 Copilot

Click to add title

Click to add subtitle
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Text-to-image Al Art Generators

Comparative visuals from example prompt across platforms

Midjourney

| Prompt: A photograph of a dirt rally race car covered in dirt, moving at a fast speed, dirt flying, mountain
/ scene, award-winning photography, soft shadows, and cinematic lighting.
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Generative Al Art Side-by-Side Comparison

Prompt: high-quality photograph of a dog astronaut, star and planet backdrop, cinematic
lighting, helmet with face glass, wide angle.

DALL-E 2 MIDJOURNEY LEONARDO




\J e N N Goldsmiths

PERCENTAGLE o UNIVERSITY OF LONDON

- —-(r-"____ =

like the future but it's

_+STATISTIC

wahinl:



Goldsmiths

UNIVERSITY OF LONDON

Few Examples of what is achievable by Generative Al

“Image Outpainting”
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An Innovative Ad Film

An A.l. project from Nestlé reframes
"The Milkmaid," a masterpiece created
more than 360 years ago by

The work from Ogilvy Paris promotes
, Which has long used
milkmaid imagery in its campaigns.

For this effort, the team employed

function
to add significant details and new
characters to the original oil-on-canvas
image
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Handling Visual Input

GPT-4 supports reasoning from imagery.
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Handling Visual Input

"TIND
0 PARKING

1AM 1Py,

TUESDAY
" | STREET CLEANING
5

“PRON oW WAY
: SCHOOL DAYS

¥To] STOPPING

It's Wednesday at 4 pm. Can | park at this spot right now? Tell me in 1
line.

MON.. FRI | BPRCk S
b G [RREE

©® e you can park for up to 1 hour starting at 4 pm.

" AP
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So How Will Technology Help in Design?

Prompt

hot pink-style (attic interior) . with hot
Eink barbie walls and barbie closet and
arbie sofa and barbie bold rosg hues like
fuchsia and magenta and barbie plastic
interior and barbie chairs and hot pink
barbie colors and barbie style interior.

™ $35KMRR
INTERIOR Al™ Zcesiasmo
59 FLYTHROUGHS/MO
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Creating Video from Text

Prompt

A woman wearing green dress and a sun
hat taking a pleasant stroll in Mumbai,
India during a rainy day
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Creating Video from Text

Prompt

A litter of golden retriever puppies
playing in the snow. Their heads pop out

of the snow, covered in.
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Natural Language Conversation with Digital Humans

o

25 digitalhumans.com

Responsible Al Careers News Contact us m

Platform v Solutions v Case Studies v Resources ¥  Company v

' View latest sales trainingblog @ Platformupdate @ View latestsalestrainingblog @ Platformupdate @ View latestsalestrainingblog @ Platformupdate e

retention with real-time intera
personalized conversations - at scal

e 3




Generative Al Adoption Risk

=t
O @ Ethical
Malicious b 5 ( dilemmas

use of
generated | Cyber

data security
and

[=F privacy

Intellectual
property & _
ownership [ © )
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Evidence of Positive Business Impacts from Generative Al

P 8

(g Globally...

Potential productivity lift

Retail and consumer packaged goods Gen Al's increased ability to understand natural
language augments the productivity of work activities
1-2% that account for 25% of total work time

: _ (e.g., customer service officer answering customer
Of global industry Key driver . . .
revenue queries, marketer updating marketing collaterals)

Source: McKinsey (2023) Economic Potential of Generative Al

=)

©  In India...

Gen Al can unlock $621 Billion in productive capacity — 9% of this, $57 Billion, will come from the construction sector

— 87
3621 billion E—
Total Manufacturing Retail & Wholesale Trade Construction Transport Services

Real Estate, Renting
and Business Activities

Source: Access Partnership (2023) The Economic Impact of Generative Al: The Future of Work in India
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Generative Al's Double-Edged Potential
Creativity vs. Fabrication



Creativity Unleashed

* Generative Al enables unprecedented
creativity by producing unique artwork,
designing innovative  products, and
generating content at scale.

* Industries are leveraging Al to create
personalized experiences, from virtual
assistants to tailored marketing campaigns.

Goldsmiths
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The Flip Side — Fabrication

* The same technology used for creative pursuits
can fabricate convincing fake content, including
false narratives, deepfake videos, and
manipulated images.

* Fabricated information undermines trust,
spreads misinformation, and erodes societal
cohesion.

* Example: Al-generated fake news during
.~ elections causing public confusion.

RO b y
\
" ¥

Al-GENERATE
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D VISUAL of Pedro Sanchez and Joe Biden r;ade with



Generative Al and Large Language Models (LLMs)

GENERATIVE Al: A MULTI- OUR FOCUS: (LLMS)

MODAL POWERHOUSE

Capabilities Across Modalities: Why Text-Based Fabrication?

7 Automates content creation, * Text is the backbone of most digital
generates summaries, and drafts information, influencing public opinion,
articles. policy, and trust.

: Creates deepfake  Fake news, biased narratives, and
videos, synthesized voices, and fabricated reports are the most
soundtracks. pervasive forms of misinformation.

Produces realistic photos
~ and artistic creations through tools
like DALL-E and MidJourney.




Generative Al and Large Language Models (LLMs)

WHAT IS GENERATIVE Al?

* Definition: Al systems designed to
create new content like text, images,
and music.

* Applications: Writing assistance, art
creation, code generation, and more.

* Example: Al-generated art or
personalized marketing content.

WHAT ARE LARGE LLMS?

* Definition: Advanced Al models trained on vast
amounts of text data to understand and
generate human-like text.

* Key Features:

* Contextual understanding and coherent
content generation.

 Versatile across languages and domains.

* Examples of LLMs:

* OpenAl’s GPT Series: Powers chatbots like
ChatGPT.

 Meta’s Llama-3: Instruction-tuned for
helpfulness and safety.

* Google’s Gemma-1.1: Focused on ethical
content generation.



Why LLMs?

* Impact on Society:

v'Textual misinformation spreads faster and wider due to
its shareability.

v'Influences critical domains like politics, healthcare, and
education.

* Actionable Insights:

v'LLMs are uniquely positioned to both create and
detect text-based misinformation.

- ¥Y'Understanding their dual roles is essential for
- leveraging Al responsibly.

ctical Applications:

Focused on addressing real-world challenges in
bating fabricated content in digital ecosystemes.

>
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Role of Natural Language Processing (NLP) in LLMs

* Core Foundation: NLP techniques enable LLMs to process and analyze
human language effectively.

* Key NLP Techniques:

. Breaking down sentences into words or subwords for
analysis.
. Understanding the emotional tone of text.
75 |dentifying proper nouns like names,

~  locations, and organizations.

Condensing lengthy content into concise summaries. | JaiESe
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CanYou Spot the Fake News?

Goldsmiths

How to participate?

o Go to wooclap.com Event code
@ Enter the event code in the R FPO L L

top banner

@ Enable answers by SMS

(@ Copy participation link

wooclap
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Online Information Fabrication = Information Pollution

Vary in accordance with the truth value of the content and the intent of information

being created, produced or distributed :

INTENT TO
HARM

FALSE

Mis-information Mal-information

=
S
.c
=
z
S
=
24
=

* Misinformation (honest mistakes)

' * Disinformation (rumours, fake news and manipulated content)

* Mal-information (information leaks, harassment and hate speech)



* Misinformation though the information , but it is
created with the intention of , rather it

IS an
* Dis-information contains with element
of and is created to harm a person,

social group, organization or country.

 Mal-information is but is either

completely non-contextual or with a

intent to and an individual or

Goldsmiths
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MISINFORMATION

€r
BIAS

POLITICAL USE OF
SENSITIVE INFORMATION

MALINFORMATION

PHISHING
MISUSE OF PERSONAL
INFORMATION

N

MISUSE OF CONFIDENTIAL
INFORMATION
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There have been misleading claims around methods

against, such as

* “drinking lemon with water”, or “self-testing for

coronavirus by holding your breath for 10 seconds”

Coronavirus Misinformation

Composition of Covid-19 rumors, stigma and conspiracy
theories circulating on social media/online news platforms”

IThe Composition Of

* Generally, people share these advices
e e ey I 2%
control measures [ NN, 2
that they are Safe Miscellaneous D 20%
Treatment and cure [ N o>
Cause of diseasetiﬁeclgﬁigr?g I -

Viol | RES

dave

statista %a

>
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* In January 2020, UNICEF provided some information on the
coronavirus which stated, “If the virus is exposed to a
temperature of about 26 or 27-degree Celsius, it will be killed
as it does not live in hot regions.”

UNICEF
7/ pertaining to the |fwecarure or s6or e e
0p: /i, y WILL BE KILLED, AS IT DOES NOT
coronavirus. LIVE IN HOT REGIONS. ALSO

DRINKING HOT WATER AND SUN
EXPOSURE WILL DO THE TRICK
AND STAYING AWAY FROM ICE
CREAM AND COLD FOOD IS

ADVISED.
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ThelT BINTT TGS © TR 8T In April’2020, Tablighi Jamaat has been
blamed for contributing to the spread of

gAR fegsd™ # dl STifeet 3RT & el the coronavirus not just India but in
W@IE

Malaysia and Pakistan and backlashed
Muslims

muaainialon




Although popular social media platforms have been
stepping up with measures
» changing policies

» tweaking algorithms

But information overload and real-time detection add to
the long list of challenges.

The (text, images,
audio, videos, GIFs, and their combinations) adds to the
complexity.

pseudo-languages and diversity in languages based on
audience demographics.

CHECK THE DATE

CHECK YOUR BIASES
Consider if your own beliefs could Ask a il b
affect your judgement. fac h k g
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CONSIDER THE SOURCE READ
Cli kawa fom h e H dl
the

h

I

CHECK THE AUTHOR SUPPORTING SOURCES"

h y d b hey real?

5

IS IT A JOKE'-’
g old n stories doesn’t it mij gh
e rel evant to current events. R d utho b

o[ @.’

ASK THE EXPERTS



What is our speak-text today?
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v'Fake news creation initially relied on basic methods like word shuffling and
random substitutions in real news articles.
v'These methods produced incoherent content, easily identifiable by human

readers.

lemme

Oé wannabe
2

e gimme
Tz

amul

@I Tasty in any language!

View more topicals...

Youfsaid memes i said gooldlxm“elme's.
would work! would-work-—

G

THINGS S
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Common Linguistic Cues in Fake News

Definition: Over-the-top wording designed to provoke strong emotional
reactions.

Examples:

_ "SHOCKING revelation!”

SENSATIONAL
va
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Common Linguistic Cues in Fake News

Excessive Capitalization

Purpose: Draw attention and exaggerate the importance of the content.

Examples:
"THIS WILL CHANGE EVERYTHING!“
~ "SECRET TRUTH REVEALED!"
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Common Linguistic Cues in Fake News

Hyperbole also known as exaggeration, is when an
unrealistic comparison is made for effect.

- N R
( “r )

Examples o "
| -
His brain is the size of a pea. / ) ot

| have told you a million times not to lie! /

Purpose: Claims that are too extreme to be true, often unsupported.

Examples: o
X
"Cure for all diseases discovered!” ? i
~  "Al will make humans extinct by 2030!" /'Y
| vnun%xm‘;ﬁ_ﬁ-‘mg‘
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Common Linguistic Cues in Fake News

Purpose: Use of fear, anger, or excitement to manipulate readers.

Examples:
Fear: "Your children are at risk from this deadly product!*“

-~ Anger: "Government caught lying to citizens again!"

OW EMOTIONS
FUEL FAKE NEWS ON

SOCIAL MEDIA
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Common Linguistic Cues in Fake News

Purpose: Vague references to experts or studies without proper citations.

Examples: ~

"Experts say this is the best solution.”

= "Aleading scientist claims..."
i y uague_
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Common Linguistic Cues in Fake News

click-bait

(noun)

: something (such as a headline) designed to make readers
want to click on a hyperlink especially when the link leads
to content of dubious value or interest

Purpose: Encourage clicks by withholding key information.

Examples:

/ ¢ 1 - - “ )L IJc)Kg
79 Doctors don’t want you to know this one simple trick! @ . !J_[

"-I'You won’t believe what happens next!" BAHTIJ
4 ~
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Common Linguistic Cues in Fake News
Use of Anonymous Sources

Purpose: Create the illusion of credibility without accountability.

Examples:

- _"Aninsider reveals shocking truths.”

- "A whistleblower claims..."
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From Deception to Detection: The Dual Roles of
Large Language Models in Fake News

* Can LLMs easily generate biased fake news?

* Can we use LLMs to detect fake news, and do they
outperform typical detection models?
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Can LLMs generate Fake News?

v'generate content with greater coherence and credibility.

v'Techniques now integrate real news elements with fabricated information to
create convincing articles.

v'LLMs vary in their ability to generate fake news, influenced by their size,
training, and safety protocols.

v'Some models readily generate fake news, while others are restricted by safety
measures.
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Types of Fake News Generated by LLMs "

Hallucinated Fake News

* What s it?

v'Non-factual content created by LLMs due to
outdated or incomplete information.

v'Happens  unintentionally,  especially in
applications needing real-time data.

* Example:

SEVERE STORM ALERT

- YA weather update generated by an LLM that | I

/ ;ti:,,ff,"‘,’;ﬁpredicts a storm in a region where it's sunny.

7 A fake historical fact, like "The Eiffel Tower was
built in 1900," when the real year is 1889.




Types of Fake News Generated by LLMs

Arbitrary Fake News
* What is it?

* Intentionally created fake news prompted by
malicious users.

* Designed to spread misinformation or influence
opinions.

* Example:

* A fabricated headline like, "New law bans all
- electric cars starting 2025," when no such law
@ exists.

= A false claim during elections, such as
"Candidate X drops out of the race," when it
isn’t true.

STARTING 20

Goldsmiths
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Models Used in Fake News Detection and
Generation (Sallami et al. 2024)

UNIVERSITY OF LONDON

Model Parameters Key Features Safety Protocols
Phi-3 3 8B Lightweight, instruction-following, Moderate adherence
safety measures.
Gemma-1.1 7.24B Flné-tuned with RLHF’ [EEIBES  Ci Strong adherence
ethical content generation.
e 7 3B Uses advfamced attention mechanisms Limited adherence
for effective context focus.
Instruction-tuned with supervised
L - B
a3 A fine-tuning and RLHF for helpfulness. Sl
CAAl 1048 Optlmlzed. for sophls-tlcated reasoning| . .. 4 _dherence
and question answering.
P oo 8 x 22B (Mixture-of- Fme-tu.ned for synthetic chat and Limited adherence
Experts) reasoning tasks.
Extensive safety protocols, aligned
GPT-4 Not disclosed with expert feedback for secure|Strongest adherence
responses.




Can LLMs Generate Fake News?

. C4Al, Zephyr-orpo, Mistral: Generate
fake news easily without safety protocols.

. Phi-3, Llama-3: Some hesitation
but still generate fake news in specific contexts.

. GPT-4, Gemma-1.1: Refuse fake news
generation due to robust safety measures.

~  larger models and better-trained systems show more restraint.

Goldsmiths

NNNNNNNNNNNNNNNNNN

Model
Phi-3

Gemma-1.1

Mistral

Llama-3

C4Al

Zephyr-orpo

GPT-4
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Can we use LLMs to Detect Fake News?

e Human-Created Fake News Detection

Correct . Incorrect Inconclusive

Most models struggled to provide definitive classifications for real vs. fake news.
Llama-3 & Zephyr-orpo
Mistral
GPT-4: High accuracy with no errors in correct classifications.

However, frequent inconclusive outcomes present challenges for user decision-making.
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Can we use LLMs to Detect Fake News?

" Larger models outperform smaller ones in accuracy.
" GPT-4 excels but returns inconclusive results due to
cautiousness.
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ies, Logic edia
The three forces at play in tackling fake news with Al.

* While Lies spread fast,
* Logic can deconstruct them, and
* Media becomes the battleground for truth.
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Fact-Checking Platforms Leveraging LLMs

* Combines advanced NLP for contextual analysis of political claims.
* Impact: Reduced claim verification time by 50%.

Employs LLMs for linguistic pattern analysis in viral misinformation.
Impact: Increased accuracy in debunking hoaxes and urban myths.




Goldsmiths

UNIVERSITY OF LONDON

LLM Detecting Fake News

< C 2% chatgpt.com/?model=gpt-40

% @ ChatGPT 4o

What can | help with?

Breaking News: Scientists discover a cure for aging. Is it fake or real news?

0 @

BS Create image Summarize text Get advice Help me write More
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Free tOOlS fOI’ Live Checklng

Google Fact Check Tools

Explorer
Markup Tool

APls |SeaIch fact checks about a topic or person Search by image = L.Q Q

Language filter
FAQ .
More results in other languages English

Report Issue
Recent fact checks

Claim by Dave Anthony: Dave Anthony

Facebook users must post a statement on their profiles to bar Meta and its Meta

generative artificial intelligence (Al) models from using their “photos, Py

information, messages or posts, past or future.” intelligence
Rappler

Rappler rating: False

FACT CHECK: 'Goodbye Meta Al notice won't protect users’ Facebook data

9 hours ago
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LLM Generatlng Fake News

< C % chatgptcom

0% @& ChatGPT 40

What can | help with?

Write a news article on why gravity on Earth has changed

0 ® @

BS Create image Brainstorm Summarize text () Code ® Analyze images More
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Ethical Dilemmas

* Generation of biased or harmful text due to unfiltered training data.

* Risk of producing misleading information resembling credible sources.

e Exploitation for creating targeted disinformation campaigns.
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Societal Implications

. through the spread of divisive narratives.

* Undermining by influencing public opinion with
fabricated content.

- Difficulty in distinguishing , eroding
W trust.
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Frameworks for Ethical Implementation

* Publicly document sources of training datasets to identify potential biases.

* Implement rigorous safety layers to filter harmful or misleading outputs.

* Include human reviewers for sensitive applications, such as news
generation.
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Existing Regulations

. Requires LLM providers to disclose training methodologies and safeguard
against harmful content.

. Regulates deceptive Al-generated advertising or content.

. are actively developing regulatory frameworks to
address the ethical and societal implications of Large Language Models (LLMs) and
generative Al.
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Policy Recommendations

. Require LLMs to clearly indicate Al-generated text
with visible markers (e.g., watermarks or disclaimers).

. Periodic evaluations to assess and mitigate biases in text
generation.

e Encourage organizations to adopt trustworthy Al
 certifications for LLMs.




e

Research 0pportun|’|"ihLLMs
and Information Integrity

§
d
3
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Bias and Fairness in LLM Outputs

. Understanding and mitigating inherent biases in LLMs caused by
imbalanced or incomplete training data.

* How can LLMs detect and self-correct bias in real-time?
* What methodologies ensure diverse and inclusive datasets for training?

Ethical content creation, unbiased news reporting, and
equitable Al systems.
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Contextual Misinformation Detection

. Developing techniques for LLMs to detect misinformation
embedded in nuanced or contextual narratives.

* How can LLMs better understand context and intent in fabricated
information?

* What role do multi-modal inputs (text + metadata) play in improving
detection accuracy?

g - Fact-checking platforms, real-time content moderation,
and combating election misinformation.
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Real-Time Adaptation in Dynamic Environments

. Enabling LLMs to adapt their knowledge base to rapidly changing
real-world scenarios without retraining.

* Can LLMs be fine-tuned incrementally for emerging events (e.g., breaking
news)?

* How can continual learning approaches improve LLMs for misinformation
detection?

News agencies, disaster response systems, and social

media moderation.
e
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Explainability and Accountability in Text Generation

. Improving the transparency of LLMs to explain why certain
outputs were generated.

* How can LLMs provide human-understandable explanations for generated
text?

* What frameworks ensure accountability for harmful or misleading content
produced by LLMs?

Regulatory compliance, legal audits of Al outputs, and

user trust in Al.
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Cross-Cultural and Multi-Lingual Fabrication

. Addressing challenges in detecting and preventing
misinformation across languages and cultural contexts.

* How do LLMs handle cultural nuances and idiomatic expressions in
misinformation?

* What techniques improve multi-lingual detection capabilities?

. . Global media monitoring, international policy-making,
and education.

> 4




Future
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Collaborative Pathways

v'Foster collaboration between academia, industry, and governments to address
open research challenges.

v Establish international research networks for creating unbiased, diverse
datasets.

v Work with fact-checking organizations for real-world testing and validation.

v'Partner with social media platforms to integrate LLM-based misinformation
detection tools.

> 4
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Final Thoughts

The future of Al lies not just in its power to generate, but in its capacity
to discern truth and uphold trust.

Let us harness the power of LLMs— ,

but as tools for Logical Literacy in Vledia—to redefine how we combat
fake news.

Together, we can build a future where truth is amplified, trust is
restored, and technology serves humanity with integrity.
arge Language [Viodels

ies, Lopie edia ogical Literacy in Media




Generative Al +Human Expertise =

Human Greatness
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ThankYou

Al Generated Images

) Lkl BRMH 'll\m Wil 1.|U
‘\

-
A butterfly with rainbow A sailboat made of origami  Colourful splashes of paint, Serene vacation lake house
wings landing on flower paper floating  towards  geometric, abstract art water colour painting

tropical islands
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