
ORIGINAL RESEARCH

AI and Ethics
https://doi.org/10.1007/s43681-024-00600-9

In full bloom - soaked
In a Sun that never sleeps
-Tahsin Beyazyurek

1  Introduction

Readers might recall that in summer of 2004, movie theatres 
buzzed around Will Smith’s war against the robot rebel-
lion in "I, Robot." His character, Del Spooner, passionately 
warned viewers of the dangers of relying on machines for 
crucial ethical decisions. This sentiment, echoed in similar 
movies before and after I, Robot and shared across water 
coolers and classrooms for decades (e.g., [1]), has woven 
itself into a collective narrative about artificial intelligence 
(AI) among the general public. Accordingly, this has fuelled 
mass hysteria around robot-induced doomsday, with almost 
34,000 people signing an open letter by the Future of Life 
Institute [2] calling for a six-month pause on the training 
of AI systems more powerful than GPT-4. As a result, a 
fear-laden shadow has been cast over the public’s collective 
willingness to understand and participate with AI systems. 
Yet, rarely is there a counterpunch to this dystopian view, 

Playful, fun -
The moment is alive I often catch her laughing at me
Though I don’t know why
But I feel the joy - her joy
It spills from a place of ecstasy -
In those moments
She gives herself away
And so I simply embrace it
Sinking into her eyes that
Set like jewels upon
The throne of her perked cheeks
Her smile envelops me
Snatching my breath in an absolute
It’s garden of roses and tulips
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Abstract
Artificial intelligence (AI) is increasingly infiltrating our lives, and a large proportion of the population use the technology 
whether they know it or not. While AI can offer significant transformative benefits, this is only true if it is used in a safe 
and responsible way with the right guardrails. Indeed, there have been several instances of harm resulting from the use 
of AI without the appropriate safeguards in place. As such, it is unsurprising that there are mixed views of AI in society, 
where the negative view can in fact manifest as a dystopian view of “robots taking over”. In this paper, we explore these 
positive and negative views of AI and the factors driving such perceptions. We propose that negative perceptions of AI 
often concern job displacement, bias and fairness, and misalignment with human values, while positive perceptions typi-
cally focus on specific applications and benefits of AI, such as in scientific research, healthcare, and education. Moreover, 
we posit that the types of perceptions one has about AI are driven by their proximity to AI, whether general or specific 
applications of AI are being considered, knowledge of AI, and how it is framed in the media. We end with a framework 
for reducing threat perceptions of AI, such that the technology can be embraced more confidently in tandem with risk 
management practices.
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or a vision of a more mindful, harmonious adoption of AI. 
But perhaps the true danger, the one yet to be captured on 
screen, lies not in robot overlords, but in our disengagement 
from shaping the future of this powerful technology.

A relatively young technology, AI has come a long way 
since the concept emerged in the mid twentieth century, first 
being established as an academic discipline by Alan Tur-
ing in 1950 [3] with the publication of his seminal article 
questioning whether machines can think and proposing 
that computers could become apt at games such as chess. 
Indeed, some of the earliest applications of AI focused on 
niche if–then scenarios, with IBM’s Deep Blue chess-play-
ing program beating the world chess champion in 1997 [4]. 
Demonstrating the significant advancements in the capa-
bilities of AI, Deep Mind’s AlphaGo beat the Go world 
champion in 2015, which required much more sophisti-
cated programming to navigate the more complex rules and 
gameplay compared to the chess program [4].

Contemporary artificial intelligence has now diffused 
beyond isolated research contexts and games into impact-
ful real-world implementations that can affect daily life 
and carry significant implications for everyday citizens. 
For example, AI can be used in the healthcare context to 
recognise tumours with high diagnostic accuracy to reduce 
the burden on doctors [5], support agriculture through the 
early detection of plant disease [6], and to streamline cus-
tomer support and elicit more consumer feedback [7]. The 
realisation of these benefits has seen a dramatic uptake in 
the everyday use of AI, with 35% of companies around the 
world using AI already and a further 42% exploring its use 
[8], and the AI market set to breach the $500 billion mark 
by 2025 [9].

However, with novel technology comes novel risks; AI 
has already been involved in several high-profile scandals 
such as Amazon’s retired resume screening tool that was 
biased against females [10], and Northpointe’s COMPAS 
tool to predict recidivism that was biased against black 
defendants [11]. More recently, there has also been an emer-
gence of lawsuits due to the alleged unfair use of AI, includ-
ing against Lemonade Inc for the use of biometric data [12], 
State Farm for allegedly having more difficult claims pro-
cesses for black policyholders, [13] and Applicant Tracking 
System provider Workday for allegedly biased algorithms 
[14]. Indeed, while AI can undoubtably offer unmatchable 
capabilities, arguably, much of the attention that AI and 
other algorithmic systems receive is negative, fuelling con-
cerns about the harms that AI can bring when left unchecked.

Alarmingly, almost 75% of those using AI have report-
edly not taken steps to ensure trustworthy and responsible 
AI, almost 70% do not monitor model performance, and 
only around 40% have taken steps to increase the explain-
ability of their AI systems [8]. This inaction is a concern 

shared by the public, industry, policymakers, and academ-
ics alike, with new fields such as ethical AI, trustworthy AI, 
and responsible AI [15–17] emerging to support the imple-
mentation of guardrails to prevent avoidable harms. Several 
laws have also been proposed around the world to regulate 
AI and algorithmic systems, particularly in the US and EU. 
These laws impose varying requirements, from bias audits 
and notification for employers or employment agencies 
using automated employment decision tools in New York 
City under Local Law 144 [18] to sweeping requirements 
touching on issues such as transparency, data quality, risk 
management, and record keeping across sectors under the 
EU AI Act [19]. While these efforts are certainly a step in 
the right direction, public concerns about the potential risks 
posed by AI are still lingering, with the technology met with 
scepticism about its fairness, usefulness, and risks [20].

However, despite depictions of robots taking over the 
world in the media, as we will explore, superforecasters and 
AI experts only predict there to be 0.38% and 3% chance, 
respectively, of AI causing the extinction of humanity, so 
the threat of AI completely taking over is low [21]. If this 
is true, then what is driving public concerns about ‘robots 
taking over’? In this paper, we address this question by first 
disentangling AI and robots before exploring the positive 
and negative perceptions of AI taking over, particularly 
focusing on job displacement caused by AI and automa-
tion and the AI alignment problem. We then explore what is 
fuelling concerns about the existential risk of AI before pro-
posing what purpose such beliefs serve and how AI can be 
adopted with greater confidence. In particular, we posit that 
one of the greatest drivers of concerns about AI and exis-
tential risk is a lack of education on AI, its capabilities and 
limitations. Accordingly, we suggest some actions that can 
be taken by multiple AI stakeholders to reduce the existen-
tial threat of AI and shape the technology to serve human-
ity positively and in a way that fosters innovation. In doing 
so, we acknowledge the complex landscape of AI through 
a common understanding of what it is and is not capable 
of in hopes of rooting one’s pessimism (and optimism) in 
real and existing applications of these tools. This in turn 
aims to debunk myths about AI and offers ideas about how 
to address existing ethical concerns and potential points of 
misalignment. A conceptual overview of the paper can be 
seen in Fig. 1.

The intention of this paper is to extend the conversation 
around the risks of AI, public perceptions of these risks, and 
how concerns might be managed to increase the confidence 
in and safety of AI adoption among the public, or non-AI 
experts. Specifically, through an examination of public per-
ceptions of AI and their origins, our goal with this paper is 
to provide a framework for AI alignment and risk reduc-
tion, including AI assurance and monitoring, education and 
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awareness, and civic engagement in order to create a greater 
alignment with AI to reduce its threat and create progressive 
pathway forward. This serves as a way to understand how, in 
this time, individuals can actively participate in shaping and 
aligning their personal aspirations with the capabilities of 
these tools. Through informed participation, we can shape 
AI to serve humanity positively, fostering innovation, sound 
policies, and meaningful applications that benefit us all.

2  The misconception about AI equalling 
robot

Before examining the factors influencing perceptions of 
robots taking over, it is important to understand how AI can 
be conceptualised by the public and acknowledge miscon-
ceptions about AI being analogous to robots. Indeed, for 
some laypeople, AI and robots are commonly equated [22] 
and seen as one and the same or as sharing similar risks 
and threats to humans and society (e.g., [23]). However, for 
our discussion, it is important to understand the distinction 
between the two technologies, although this is not a simple 
task; there is a lack of alignment on exactly what is meant 
by artificial intelligence, with different entities propos-
ing vastly different definitions. One of the most converged 
upon definitions of AI is the Organisation for Economic Co-
operation and Development’s [24], where an artificial intel-
ligence system is defined as:

“a machine-based system that can, for a given set of 
human-defined objectives, make predictions, recom-
mendations, or decisions influencing real or virtual 
environments. AI systems are designed to operate with 
varying levels of autonomy”

This definition has influenced a number of policymakers 
seeking to regulate artificial intelligence, with the defini-
tion provided by the European Union’s AI Act [25] pivoting 
from a lengthier definition of AI to a more succinct one that 
heavily draws upon the OECD definition, although the AI 
Act definition asserts that AI systems can vary in their adap-
tiveness after deployment. Other proposed laws such as the 
now-dead California Assembly Bill 331 [26], which sought 
to regulate a range of AI systems and impose requirements 
for developers and deployers, and the AI Risk Management 
Framework published by The National Institute of Stan-
dards and Technology [27] also used a similar definition to 
the OECD definition.

Among other definitions of AI that do not draw so heavily 
on the OECD definition, however, are some commonalities 
wherein four key elements are typically captured: automa-
tion or autonomy, human influence in providing inputs and 
defining objectives, various outputs, and the technology 
underpinning the system. For example, Canada’s Artificial 
Intelligence and Data Act [28] defines AI as:

Fig. 1  Visual overview of the paper structure and key arguments
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In short, robots can be powered by AI, such as in the case 
of Sophia, but the two can also exist in the absence of each 
other. Therefore, robots and AI are distinct technologies that 
can be integrated to form intelligent machines that can inter-
act with and make inferences about their environment.

3  What are the perceptions of AI taking 
over?

While the common understanding of “robots taking over” 
will have negative implications, this may not be necessar-
ily true for all people nor in the same way. Indeed, such 
perceptions can be influenced by individual situational and 
contextual factors including one’s technical expertise and 
education, exposure to and familiarity with AI, and sub-
group membership. Identifying and understanding both the 
positive and negative perceptions of “robots taking over” 
is an important step in understanding what drives them. As 
such, in this section, we discuss some of the key positive 
and negative perceptions of robots (read AI) taking over that 
are widespread in society.

3.1  Negative perceptions

3.1.1  The alignment problem

A focal point of fear and apprehension around the emer-
gence of AI is the Alignment Problem. Simply defined, the 
Alignment Problem involves ensuring artificial intelligence 
systems continue to behave in ways that are beneficial to 
humans as the capability of these systems increases. The 
risk of these tools growing away from human needs is at 
its core an issue of control [35]. For example, an intelligent 
AI, could pose a threat if it operates solely on misaligned 
goals and incentives, or further, ones that are not equitable 
and inclusive of broad human desires [36]. An AI-powered 
hiring or criminal justice system that is not properly aligned 
may inadvertently discriminate against certain demograph-
ics, leading to further entrenching biased selection processes 
and perpetuating systemic inequities. That is not to underap-
preciate that human values and goals are as complex as they 
are varied, context-dependent, and challenging to define in 
a system, making them difficult to program [37]. Although 
not quite the army of killer robots we may fear, misaligned 
AI is the first step on the path to the doomsday scenario of 
humanity's loss of agency and inability to determine future 
outcomes.

“a technological system that, autonomously or partly 
autonomously, processes data related to human activi-
ties through the use of a genetic algorithm, a neural 
network, machine learning or another technique in 
order to generate content or make decisions, recom-
mendations or predictions.”

Others propose a more unique definition of AI, with the 
Council of Europe asserting that AI, “brings together sci-
ences, theories and techniques (including mathematical 
logic, statistics, probabilities, computational neurobiology 
and computer science) and whose goal is to achieve the imi-
tation by a machine of the cognitive abilities of a human 
being.” [29]. Similarly, Connecticut Senate Bill 1103 [30] 
provides a particularly lengthy definition of AI, in which it 
claims that AI:

“Is designed to (I) think or act like a human, includ-
ing, but not limited to, a cognitive architecture or neu-
ral network, or (II) act rationally, including, but not 
limited to, an intelligent software agent or embodied 
robot that achieves goals using perception, planning, 
reasoning, learning, communication, decision-making 
or action, or (B) a set of techniques, including, but 
not limited to, machine learning, that is designed to 
approximate a cognitive task”

These definitions converge more with the concept of artifi-
cial general intelligence (AGI), where autonomous systems 
and machines would be capable of human-like intelligence 
including abstract learning [31]. Although AGI is still 
hypothetical, there are signs that the technology could be 
developed in the future, with the AI-driven humanoid robot 
Sophia, developed by Hanson Robotics, obtaining citizen-
ship in Saudi Arabia and being named Innovation Ambas-
sador for the United Nations Development Programme 
[32]. However, it is also important to acknowledge that not 
all robots are AI-driven, and AI and robots are not one and 
the same. Indeed, according to the European Parliament, a 
smart robot can acquire autonomy through analysing data 
collected sensors or otherwise from its environment, carry 
out self-learning from experience, adapt its behaviour to 
its environment, and has at least minor physical support, 
all while having an absence of biological life [33]– sharing 
some notable similarities to the definition of AI.

On the other hand, physical robots can be defined as a 
reprogrammable, multifunctional machines that are designed 
to move specified features of the environment through vari-
able programmed motions [34]. As such, robots can be 
thought of being on a spectrum, from machine-based robots 
explicitly programmed to perform a specific task to smart 
robots that have greater autonomy and that are AI-driven. 
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the ability to recognise patterns in data, particularly patterns 
that may not be intuitive or recognisable by humans [44, 
45]. As such, AI may conversely be able to uncover genuine 
underlying differences between groups and individuals that 
can have value for predictions. Therefore, mitigating all sub-
group differences may result in homogeneity of predictions 
and reduce their utility if the underlying reason for subgroup 
differences is not investigated. To give an applied example, 
there is a century of research into the value of individual 
differences in the context of job recruitment, where differ-
ences in personality and cognitive ability, for example, can 
be useful for predicting job performance [46–48]. If these 
differences in predictions are due to genuine differences in 
ability and not due to biases, then adjusting the model to 
result in more even outcomes may reduce both the validity 
and utility [49] if this limits the ability to set individuals 
apart and identify top performers. This is all to say that fear 
of impending doom can look like larger-scale, more insidi-
ous version of the harmful biases already found in existing 
social institutions where decisions about meaningful life 
outcomes exist beyond one’s control.

3.1.3  Overestimation of AI capabilities

The above fears surrounding AI are often fuelled by a 
sensationalized narrative that exaggerates its capabilities 
[50]. This misrepresentation amplifies concerns about AI 
dominance and our ability to manage algorithmic systems. 
Historically, when it comes to technological emergence, 
humans tend to overestimate the potential and their soci-
etal impact. A prime example is the prediction of universal 
availability of fully autonomous vehicles by 2020, which in 
2024 remains far from reality [51]. This can be driven by 
what Gartner has coined as “the hype cycle” of innovative 
technologies, a cycle of which AI has not been exempted 
[52]. This cycle is reflected in the media, where coverage 
of AI advancements so far has tended towards hyperbole 
and, in the more conscious publication, speculation. For 
example, news outlets have exaggerated the imminence of 
artificial general intelligence (AGI), although there has been 
little no evidence of such breakthroughs, focusing on the 
negative outcomes and risks. This emphasis on risks, with-
out adequately contextualizing limitations, has distorted 
public understanding of AI's potential [53].

This can also be compounded by what cognitive scien-
tists have termed the Dunning-Kruger effect, where indi-
viduals overestimate their expertise in complex domains 
[54]. The technical complexity and rapid advancement of 
AI create a knowledge gap between experts and the public. 
As such, thought leaders and prominent figures can tend to 
overestimate their understanding of the technology, creating 
cycles of misinformation. What’s more, research suggests 

3.1.2  Bias and fairness

Related, fear of AI taking over stems from issues of bias and 
unfairness that can arise in multi-faceted ways every stage 
of the algorithmic lifecycle. At a non-intuitive level, algo-
rithmic systems (such as social media timelines) synthesize 
information that aim to remove randomness and serendipity. 
They continually expose people to only familiar and logical 
pathways [38]. As a result, important discoveries or oppor-
tunities that depend on randomness or flexible thinking 
could be missed. At a more intuitive level, biases may exist 
in how data is collected to train these models, with certain 
populations overrepresented in ways that skew decision out-
comes. Machine learning models also learn from historical 
data [39]. If that data contains biases, the model will repro-
duce those biases at a large scale and amplify and entrench 
harmful outcomes. Notably, Google Photos' image recog-
nition algorithm incorrectly labelled some Black people as 
gorillas, and Amazon developed a hiring algorithm in 2018 
that discriminated against women [10, 40]. Next, as these 
algorithms begin to interact with each other, unforeseen 
negative outcomes that a difficult to pinpoint or reverse may 
emerge. With AI increasingly being used in critical applica-
tions such as healthcare, employment, law enforcement, and 
education, it is understandable that such high-profile cases 
have significantly shaped public perceptions of AI and have 
resulted in apprehension about interacting with the tools for 
fear of being disadvantaged, particularly among underrep-
resented groups.

However, many of these biases reflect systematic societal 
biases that infiltrate systems in their design, development, 
and training [41]. While AI can result in more widespread 
harm than human decisions due to its scalability, it is impor-
tant to recognise that these phenomena are not novel to 
AI. Further, despite seemingly widespread concerns about 
the potential for AI to be biased, interestingly, there is evi-
dence to suggest that there is less moral outrage associated 
with algorithmic discrimination compared to human-driven 
discrimination since AI does not have the sentience to pur-
posefully discriminate. Instead, discriminatory outcomes 
are a byproduct of existing human biases, although there is 
seemingly a lack of blame on human creators of discrimina-
tory AI tools [42]. However, increasing instances of social 
disparity may emerge because of AI, not necessarily within 
the tools themselves. For example, wealthier companies in 
wealthier economies will have the resources to build, lever-
age, and reap the benefits of AI. Related, the issues AI is 
purposed to address will reflect those of that class that can 
afford to develop AI [43].

Moreover, it is important to remember that group differ-
ences in predictions from AI systems is not always indica-
tive of bias. Indeed, the power of algorithms and AI is in 
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the use of AI in the workplace can increase output quality by 
almost 20% and reduce time taken to complete tasks by 40% 
[63]. However, it is estimated that clerical work is the most 
exposed to the effects of generative AI while other tasks 
have much less exposure with an estimated 1–4% of other 
tasks having a high level of AI exposure compared to 24% 
of clerical tasks. As such, in many of the cases, AI, particu-
larly generative AI, typically is used to support or augment 
human activities, rather than being used for full automation 
or replacing humans. Greater education on the tools as well 
as AI alignment can, therefore, help individuals to harness 
their potential and make themselves more efficient, reduc-
ing their risk of being displaced by the tools altogether.

3.2  Positive perceptions

It may be cliché to state that AI stands as a rapidly evolving 
domain of innovation that carries its own nuances and is 
incredibly difficult to compare to any other. However, like 
any novel technology, public discourse around AI tends to 
split between utopian and dystopian perspectives. On one 
side, discussion focuses on prospective benefits and oppor-
tunities enabled by AI. Counterbalancing this, another 
strain weighs potential risks and negatives if development 
outpaces ethical safeguards and alignment to the many var-
ied human needs and requirements. With some objective 
distance, a balanced view acknowledges the nuanced space 
between these poles and arrives at what may prove to be 
the most accurate. By considering both upsides and down-
sides of the adoption of AI, we gain a fuller understanding 
of AI's multifaceted impacts across contexts. As such, in the 
following sections, we explore some of the specific appli-
cations of AI that can be perceived to bring widespread ben-
efits to the general public if its use is scaled up: healthcare, 
scientific discovery, and education.

3.2.1  Healthcare

Within healthcare, Artificial Intelligence holds immense 
potential to unlock breakthroughs and democratize access 
to life-saving treatments if adopted at a wide scale. For 
example, AI systems can rapidly sequence human DNA, 
analyze complex molecular interactions, and identify prom-
ising new drug targets—accelerating the pace of discovery 
exponentially [64]. For clinicians, AI can ingest vast medi-
cal databases and patient histories to assist in early disease 
diagnosis, personalized care plans, and predictive analytics 
to determine best interventions based on data-validated out-
comes research [65]. Robotic surgical aids supervised by AI 
can conduct tireless microsurgeries with enhanced precision 
beyond human limitations [66]. Telehealth powered by nat-
ural language processing and computer vision lets doctors 

that limited knowledge in a subject area increases suscep-
tibility to false information [55], and while we overesti-
mate our ability to predict AI capability, we underestimate 
the complexity of human intelligence. This in turn, further 
contributes to the overestimation of AI capabilities. Indeed, 
human intelligence encompasses a range of multifaceted 
abilities that operate in ways not yet fully understood. The 
human brain’s ability to integrate and actualize these modes 
of intelligence such as empathy and cognitive reasoning, 
in a broad range of contexts, is still unmatched [56]. This 
underestimation fuels a misconception around AI capabili-
ties but moreso the risks associate with them as they pertain 
to our ability to be replaced or deceived by them.

3.1.4  Job displacement

Building on this, it is estimated that up to 800 million 
jobs might be replaced by automation by 2030, with up to 
375 million needing to switch occupation as their role is 
increasingly replaced with technology [57]. This will likely 
affect certain industries more than others, with roles that 
are heavily process-based such as machine operators and 
assemblers facing a much higher risk of automation at 60% 
than professionals, senior managers, and officials, who only 
face around a 10% risk of automation [58]. This is a trend 
that has been observed a number of times before; with the 
advent of increasingly advanced technology and each indus-
trial revolution, of which AI is part of the fourth industrial 
revolution, jobs created by the previous revolution or earlier 
can get displaced [59]. Nevertheless, AI and automation do 
not appear to pose as big a threat as can be catastrophised; 
despite the number of companies reporting using AI increas-
ing four points from 31% in 2021 to 35% in 2022 [8], the 
global unemployment rate fell between 2021 and 2022 [60], 
indicating that overall, AI and robotic automation are not 
posing a significant threat to jobs that is leading to increased 
unemployment.

Indeed, changes in the way that we work can provide 
novel opportunities for innovation, create new roles, or lead 
to the upskilling of employees. In addition to the increased 
demand for roles related the development, maintenance, and 
sales of AI systems, such as machine learning specialists 
and data scientists, the widespread adoption of AI has seen 
the creation of new roles such as AI auditors and AI policy 
experts as legislative efforts proliferate [61]. Further, using 
AI to automate repetitive tasks can increase human capacity 
for more creative tasks. A real-life example of this is Ikea 
customer service workers, who were upskilled and trained 
in interior design when their jobs were displaced by an AI 
chatbot [62].

Moreover, recent research into the benefits of generative 
AI in the workplace, specifically ChatGPT, indicates that 
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misleading conclusions that adversely affect life outcomes. 
These algorithms may not account for all the complex fac-
tors that influence behaviour and require additional inter-
pretation by researchers who can consider the context and 
application of the findings (Constantino, Schlüter, Weber, & 
Wijermans, 2021).

Uncovering new insights need not stop at any scientific 
discipline, but AI could reveal cross-disciplinary insight 
and advance our ability to understand the interconnectiv-
ity of observable phenomena. It can be said that much of 
the research process is in tedious routine tasks such as data 
labeling and annotation, and through an enhanced automa-
tion capability, researcher time can be freed up to address 
more complex problems that yield higher impact [74]. As 
AI systems continue to evolve and become more sophis-
ticated, they are likely to play an increasingly important 
role in scientific research. Indeed, DeepMind’s AlphaFold 
is already paving the way for the acceleration of scientific 
research with a public database of predicted protein struc-
tures derived using complex AI algorithms [75]. Yet, with 
all this capability, there is justification to focusing on both 
the”how” and the”why” underpinning AI models. For exam-
ple, explainability (“how “) of AI models that conduct these 
studies will be critical. A recent article explores the many 
risks present in applying AI discoveries without understand-
ing of the underlying decision-making architecture in a host 
of domains including medical and biomedical, healthcare, 
finance, law, cybersecurity, education and training, and civil 
engineering [76].Generating insight without sound theory 
(”why”) may lead researchers to struggle to root these find-
ings in real world application, a critical step in enhancing 
the positive valence of AI-based research [77].

3.2.3  Education, learning and development

The use of algorithms and AI in education can be controver-
sial and lead to mixed perceptions on its efficacy and appro-
priateness. However, we argue that perceptions and indeed 
applications can be more positive when AI is applied for 
specific tasks to enhance education and skills development 
in various ways. For instance, AI-powered adaptive learning 
systems can personalize learning experiences for students, 
tailoring the content and pace to their individual needs, abili-
ties, and learning styles [78]. This can lead to more effective 
learning outcomes and increased student engagement and 
ultimately have students feel all around more satisfied and 
equipped through the learning process. AI can also assist 
teachers in grading and providing specific feedback, freeing 
up time for more hands-on, human interaction with students 
such as interpreting the feedback. Additionally, AI can help 
identify skill gaps and recommend targeted training and 
developmental programs for workers, empowering them to 

diagnose and advise patients in remote areas lacking on-site 
medical infrastructure [67]. Some of this optimism has been 
met with caution. A systematic review of the role of AI in 
healthcare practices, highlights the potential danger of AI 
reducing the confidence and even the efficacy of medical 
professional judgement [68]. Then there’s evidence to sug-
gest that patient perceptions of healthcare service differ in 
the degree and methodology of this care. For example, Pal-
misciano et al.’s study [69] found that some patients had 
varied comfort levels depending on the context and use of 
AI applications and expressed a preference for having some 
degree of human support in the process.

With pragmatic optimism, we can leverage these tech-
nologies to democratize healthcare access for underserved 
communities, catch illnesses earlier, and provide the best 
evidence-based treatments for all. Indeed, while AI’s capa-
bilities are not yet sophisticated enough for it to fully take 
over and replace healthcare professionals, it can be applied 
strategically to support them and improve patient care, with 
robots (AI) taking over in this sense typically being per-
ceived positively, providing that it is used with expert super-
vision and the appropriate safeguards in place.

3.2.2  Scientific process

Further and more broadly, the application of AI in practices 
such as scientific discovery has received much acclaim 
through its ability to amass and analyse larger amounts of 
data and uncover more specific patterns. For example, in the 
field of astrology, AI can expand our understanding of the 
universe by looking at data gathered from telescopes and 
infer the location of celestial bodies, data that humans would 
otherwise find too large to analyse alone [68]. Beyond anal-
ysis, AI can support human efforts in asking more sophisti-
cated questions of the universe. With its ability to generate 
more sophisticated statistical models, the speed at which 
hypothesis testing and building simulations occur through 
the use of AI can support efforts to reveal what questions are 
even possible to ask [70].

What’s more, AI’s augmenting of scientific research is 
not confined to “hard” sciences but expands into the more 
nuanced social sciences that have historically been seen 
as”messy”. AI’s ability to analyse large amounts of behav-
ioural and interview data for example, similarly, possesses 
the ability to uncover subtler trends that would be difficult 
for humans to detect alone [72]. This allows researchers 
to generate new hypotheses about socially occurring phe-
nomena, and in turn, empowers researchers to investigate 
more complex social phenomena and expands our ability to 
understand individuals and groups [73]. A meaningful limi-
tation of these capabilities is that not all patterns are practi-
cally or clinically significant. Some discoveries can lead to 
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to public discourse, specific use cases are typically framed 
within the context of social goods. Further, specific appli-
cations are often framed within familiar technological 
contexts allowing individuals to draw on readily available 
examples, a concept known as the availability bias [88]. 
Use cases seen in healthcare and education for example, are 
positioned within the context of benevolent institutions who 
have successfully leveraged technology creating a positive 
association. While framing effects largely explain the posi-
tive perceptions of specific AI applications, they also shed 
light on why general-purpose AI often evokes more nega-
tive reactions.

The widespread potential harm and negative press of 
general-purpose AI has created a general valence of mis-
trust [89]. This can be seen through the lens affect heu-
ristic biases where is feeling dread or enthusiasm impacts 
how one feels towards risk (more enthusiasm equals less 
risk). While this is not a phenomenon that has been widely 
studied, we propose that this could be driven by how wide-
spread potential harm resulting from these systems could 
be. Indeed, what is often seen as an exciting and unfore-
seen feature of generalized models, the ability to apply and 
generalize knowledge to unforeseen situations can lead to 
unintended and unpredictable outputs, further fuelling mis-
trust. Therefore, the harms from the misuse of general-pur-
pose tools can be more widespread and affect larger groups 
within society than those designed for a specific task, which 
could fuel greater distrust in the tool [90]. For example, a 
single output of a credit scoring algorithm will have impor-
tant implications for a single individual at a time, whereas 
a single deepfake may circulate around the internet and go 
viral, therefore affecting potentially millions of individuals. 
This is a particular concern if maliciously to spread disinfor-
mation around elections, for example, since voting behav-
iour may be influenced by unreliable sources, which can in 
turn reduce trust in news outlets [91]. As such, there has 
recently been a wave of activity, particularly in the US, tar-
geting deepfakes in elections [92], while AI in credit scoring 
is being prioritised to a lesser extent.

There are also important considerations relating to the 
training of AI that must be taken into account given that 
many of these models were trained based on arguably out-
dated datasets. In the case of ChatGPT, the GPT 3.5 model 
was trained on data scraped up until January 2022 [93], 
meaning that any new information that has become avail-
able since then is not reflected in the training data of the 
model. Therefore, any outputs of the model are based on 
data that may not reflect current knowledge. It is this lack 
of understanding about the models and their limitations 
that could pose the biggest risk from the use of these tools 
wherein an overreliance on the tools could develop due to 
their almost limitless applications [94], leading to them 

upskill and reskill in an ever-changing job market [79]. AI-
powered virtual teaching assistants can also facilitate col-
laborative learning and simulate real-world environments, 
enabling students to practice skills in a more immersive and 
realistic way [80]. By augmenting human capabilities, AI 
can help education and training institutions keep pace with 
the rapidly evolving demands of advancements in the digital 
age and be perceived as a positive resource.

4  Where do these perceptions come from?

It is clear that depending on the context in which AI is 
thought of can result in different perceptions of AI, where 
individuals may have a mixture of both positive and nega-
tive views of the technology overall. In order to understand 
which side may be more prominent in individuals, it is 
important to understand the factors that drive such percep-
tions of AI. As such, in this section, we propose some key 
shared drivers of AI perceptions that can provide insights 
into sources of existential concerns about AI.

Firstly, the exploration of the positive and negative per-
ceptions of AI above reveals an interesting insight; many 
of the negative perceptions of AI and associated existen-
tial catastrophising are associated with general purpose AI 
systems [81] while more positive perceptions stem from AI 
systems designed for a particular application. For example, 
although there are justified concerns about the potential for 
harmful and hallucinatory outputs of generative AI– which 
is a general purpose tool until it is refined for a particular 
application– specialist AI tools are widely accepted and 
used in other contexts such as healthcare, where 68% of 
physicians are excited about the role of AI in healthcare and 
31% have used it to support their patient care [82].

This emergent dichotomy between public reactions can 
be better understood through the lense of cognitive psychol-
ogy. Cognitive biases arise in the face of novel information 
as individuals often take mental shortcuts known as heuris-
tics to draw meaning, a well-documented phenomenon [83, 
84]. For example, the tendency to avoid uncertainty and 
ambiguity can play a role [85]. General purpose AI systems 
inherently introduce uncertainty because they lack clearly 
defined use cases. The lack of specificity can introduce cog-
nitive biases through increased speculation and doubt of 
who is accountable for negative consequences, activating 
what is known as the attribution of responsibility problem 
[86]. Whereas specific use cases, especially those with more 
intuitive applications towards public good, can potentially 
address anxiety through added clarity.

Framing effects, as posited by Tversky and Kahneman 
[87], can shape how one makes decisions and forms ideas 
around risk. In reflection of how AI has been introduced 
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use cases, this is likely to fuel existential thoughts about AI 
and decrease trust. Moreover, pop culture can add to this. 
Although there are cases where AI is seen as a force for 
good, for example, in Wall-E and Robot & Frank, the vast 
majority of cinematic depictions of AI has been in terms 
of a threat and/or dystopia. Some examples: Metropolis 
(1927); 2001: A Space Odyssey (1968); Westworld (1973); 
Star Trek: The Motion Picture (1979); Alien (1979); Blade 
Runner (1982); Tron (1982); The Terminator (1984); Short 
Circuit (1986); RoboCop (1987); Terminator 2: Judgment 
Day (1991); The Matrix (1999); Bicentennial Man (1999); 
A.I. Artificial Intelligence (2001); I, Robot (2004); Pro-
metheus (2012); Ex Machina (2015). As such, depictions AI 
as an existential threat are reinforced over time and across 
medium, which can cause uncertainty and information bias 
[104], thereby making individuals more prone to confirma-
tion bias of negative perceptions of AI.

As such, an individual’s perceptions of AI are shaped 
by a variety of forces, and the sum of these forces deter-
mines whether an individual has existential concerns about 
AI taking over. Indeed, individuals low in AI exposure with 
limited understanding of its limitations that are exposed to 
negative media content are more likely to perceive AI as an 
existential threat, while individuals who regularly interact 
with AI and are educated on how tools work and their limi-
tations may be more resilient to viewing AI as an existential 
threat even when exposed to negative media stories.

5  How can (the perception of) existential 
risk be reduced?

One of the major factors driving negative perceptions of the 
existential risk of AI is a lack of knowledge of or indeed 
education on the technology [96, 100, 101]. This lack of 
knowledge and education can result in actual risks of AI 
being realised if those deploying and developing the sys-
tems lack the expertise needed for technical and governance 
approaches to manage AI risks. As such, there is a need for 
more education and outreach to improve general AI literacy 
and address the misconceptions that fuel fears about "robots 
taking over", as well as efforts to reduce instances of harm 
that can further fuel negative perceptions. This requires a 
collaborative effort from multiple stakeholders, including 
policymakers, AI developers and deployers, and users in 
order to effectively reduce existential perceptions of AI and 
ensure the technology is used in a way that is aligned with 
human values and can support safe innovation. As such, 
in this section, we suggest some actions that can be taken 
by these different stakeholders to improve AI perceptions, 
which we summarise in Table 1.

being used as shortcuts without their outputs being verified. 
Consequently, it is essential that the tools are only to be used 
by individuals for tasks that they have the relevant expertise 
for to verify their outputs to prevent avoidable harms. As 
such, a lack of knowledge of how general-purpose, publicly 
accessible AI tools work and their limitations or a lack of 
explanation of such can lead to negative perceptions of the 
utility of AI among the public if outputs are not as expected 
[95].

Secondly, exposure to AI tools can shape perceptions, 
where the more exposed individuals are, the more accept-
ing of and optimistic about the tool they are. For example, 
almost double the number of regular users of generative 
AI are optimistic about the technology than those who do 
not use generative AI [96], where frequency of use is posi-
tively related to likelihood of using the tool in the future 
[97]. This sentiment is also echoed outside of generative AI, 
in applications such as recruitment [98]. This concurs with 
the fact that the perceived trustworthiness of AI systems has 
increased between 2020 and 2022 [99], a trend that is likely 
to continue. We posit that this is because as users interact 
with the tools more, the more familiar they become with 
the tool’s benefits, limitations, and potential risks. Indeed, 
those that receive training in AI are more confident in their 
use of the tool in the future [100, 101], meaning that a lack 
of AI literacy could fuel existential thoughts about AI tak-
ing over. As such, those that educate themselves more on 
how AI systems are trained will be aware of the limitations 
with their training data and therefore avoid using them as 
an information source for current events, likely leading to 
more positive perceptions. In other words, individuals that 
are familiar with and educated on AI can have more posi-
tive perceptions of the technology than those who are not 
since they can set realistic expectations for their interac-
tions and will be more aware of the maximum capabilities 
of AI such that they can complement the technology with 
their own abilities to complete tasks. As such, this could 
reduce the perceived threat of AI-driven job displacement, 
for example, if an individual is able to use the technology to 
complement their own efforts to increase productivity and 
performance.

Thirdly, the media significantly shapes views of AI [102] 
and can subsequently fuel perceptions of robots taking over. 
Indeed, reporting in this space by the media focuses on 
harms and lawsuits [103], with AI benefits and successes 
less reported. Likewise, there are a number of repositories 
that track AI harms across applications (e.g., OECD AI Inci-
dent Monitor, AI Incident Database; AIAAIC Repository; 
Holistic AI Tracker), but there is a lack of an equivalent for 
positive outcomes. While there must be awareness of such 
issues to promote responsible AI and highlight the need for 
AI risk management, without the right balance with positive 
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legislating AI could help to increase trust in the technology 
[117]. While there has already been some progress towards 
this in the employment tool domain for example, with New 
York City Local Law 144 requiring employers using auto-
mated tools to make employment decisions to acquire an 
independent, third-party audit since 5 July 2023, wider 
progress is lacking. For example, the EU AI Act is expected 
to become the global gold standard for AI legislation, but its 
most stringent obligations will not be enforceable until the 
middle of 2026. Nevertheless, many market players have 
already started their compliance journeys in anticipation 
for these rules, with over 550 entities having signed up for 
the AI Pact, a voluntary commitment to early compliance 
with the Act’s requirements [118]. Moreover, it is important 
that policymakers are educated on the tools they are seek-
ing to impose requirements on in order to ensure that they 
are actionable and will have the intended effect. As such, 
policymakers, enforcement bodies, and those working in the 
legal system should engage in additional training on AI if 
required. European judges have already made progress on 
this recently with a training course offered by UNESCO and 
European Judicial Training Network focusing on how AI 
can be leveraged in the judicial system [119].

In addition, users of AI systems can play their own role in 
increasing their own trust. Indeed, individuals who intend to 
use the technology should ensure that they have an adequate 
understanding of the technology they are going to engage 
with, including accessing any available explainability state-
ments, reading instructions, and using systems in the way 
that is intended and in line with system limitations. This 
could help to address issues caused by an overestimation 
of the capabilities of AI, reduce overreliance, and support 
the use of AI in a more productive and supplementary way. 
Moreover, a balanced understanding of media stories can 
help individuals to act judiciously with respect to AI [120]. 
Doing so may require a conscious effort to resist confirma-
tion bias and seek out more positive AI use cases and exam-
ples of risk mitigation from credible sources. To reduce the 
influence of misalignment on AI perceptions, individual 
should also evaluate their own unique stake in the evolution 
of AI while aligning it with their individual interests. They 
could also outline clear goals and actions for [112] both con-
tinuously expanding one's AI literacy but also contributing 
and shaping the conversation more broadly. For example, 
individuals could actively participate in discussions and 
provide commentary on industry forums and social media 
and engage in education opportunities where possible, as 
thousands of students have already [121].

This journey must also prioritize inclusivity and diver-
sity. That also means AI literacy should not be limited to 
technical experts or those who use the technology for work 
or to optimize performance. A common language and 

As the entities creating and making AI systems avail-
able on the market, developers and deployers play a key 
role in shaping public perceptions of AI through their own 
actions. Indeed, a significant driver of distrust in AI is a 
lack of transparency [105, 106] and less than a third of the 
public can confidently explain how AI works [107]. Accord-
ingly, greater transparency around AI increases perceived 
effectiveness of AI and promotes trust [108]. However, the 
language used in such transparency efforts must be care-
fully considered to avoid causing additional concerns about 
issues such as privacy [109, 110]. Nevertheless, providers of 
AI and algorithmic tools have already started to take steps 
toward this, with X (formerly Twitter) open-sourcing its 
recommendation algorithm and accompanying documenta-
tion [111] and video interview and algorithmic assessment 
provider HireVue issuing an explainability statement [112] 
to provide information about how their tools work. In the 
absence of codified requirements, industry self-governance 
can help to reduce promote trust as well as mitigate risk 
through well-defined processes, policies, and procedures 
that are centred around the ethical use of the technology 
[113–115], where AI governance can be applied throughout 
the entire lifecycle of the tool [116] in order to make sure 
that AI is aligned with human values. As such, identified 
risks such as a lack of fairness and bias can be mitigated 
before they cause harm, reducing the potential of AI becom-
ing a threat and facilitating safe innovation.

Despite self-governance and internal policies offer-
ing a potential route to increasing trust in AI and reducing 
actual harm, policymakers and regulators also play a crucial 
role in codifying these best practices into law, and judges 
must hold those who do not comply accountable. Indeed, 

Table  1  Recommended actions to reduce the actual and perceptual 
threat of AI across different stakeholders
Stakeholder Recommended actions
Developers and 
deployers

Greater transparency and explainability, 
such as through transparency statements
Ethical self-governance through policies, 
procedures, and practices
Monitoring throughout the system lifecycle
Risk mitigation

Policymakers and 
judges

Create and enforce AI-specific laws
Hold those that do not comply with legal 
requirements accountable
Improve their own AI knowledge through 
training and education

Individuals Use AI in a way that is consistent with 
system instructions and limitations
Seek out and identify formal or informal 
AI educational opportunities
Actively seek out balanced views on AI

Academics Research the efficacy of self-governance 
frameworks and laws on improving trust 
and other outcomes
Deliver training sessions
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an interdisciplinary approach is crucial in this process and 
should be used to inform research around developing best 
practices for responsible AI development and use. Through 
collaborating with technical, social, and policy experts on 
the right messaging around AI developments, including 
where and when to share those messages, we can work 
towards building a positive and informed public perception 
of AI.
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understanding around AI is needed to avoid alienating those 
who are less familiar with the technology. As such, reduc-
ing the actual and perceptual threat of AI should be a joint 
endeavour whereby multiple and diverse stakeholders form 
ongoing collaborations Moreover, academic researchers can 
play a key role in this by researching the effectiveness of 
self-governance, legislation, and individual actions on AI 
trust and perceptions of existential threat, as well as deliver-
ing or collaborating on AI training sessions.

6  Conclusion

The AI market is continuing to grow and is increasingly 
being adopted for everyday use and critical applications 
due to the widespread benefits it can pose for both deploy-
ers and users. However, with this increased adoption has 
come increased awareness of the risks that AI can pose 
when it is left unchecked, as well as the potential benefits 
to society that the transformational potential of complex 
systems can have. Accordingly, the growing use of AI can 
be viewed through both a positive lens and negative lens. 
Indeed, applications of AI to areas such as healthcare, edu-
cation, and scientific discovery are often seen as valuable to 
society, while the risk of bias, job displacement, alignment 
issues, and overestimation of the abilities of AI can make AI 
seem detrimental to society, sometimes leading to AI being 
depicted as an existential risk to humanity. However, it is 
not as simple as AI being categorically positive or negative; 
some use cases involve trade-offs where positives compete 
with uncovered hazards. For instance, self-driving vehicles 
promise increased accessibility but also pose unforeseen 
safety risks if deployed hastily. Overall, Artificial Intelli-
gence is best served by an even-handed debate that resists 
false binaries. As this technology continues maturing, main-
taining pragmatic expectations will allow us to maximize its 
advantages while proactively mitigating its dangers.

This paper’s exploration of some of the myths around 
AI’s current and prospective capability is an attempt at calm-
ing anxiety where common fiction has aroused it. Through 
the synthesis of research, this paper aimed to shed light on 
some actions that can be taken by various stakeholders in 
order to dispel fears and mitigate risks while encouraging 
ethical adoption. Specifically, we suggest that overcoming 
existential fears of AI requires the development of regula-
tions and ethical guidelines to address issues such as the 
lack of transparency and accountability, self-governance 
in the lack of codified requirements, and awareness from 
users to ensure that systems are being used in an appropriate 
way. We also call for researchers to continue to investigate 
the changing perceptions of AI as self-governance becomes 
the norm and AI-specific legislation snowballs. As such, 
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