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Abstract
The perception of harmony has been the subject of many studies in the research literature, though little is known regard-

ing how individuals vary in their ability to discriminate between different chord sequences. The aim of the current study

was to construct an individual-differences test for the processing of harmonic information. A stimulus database of 5076

harmonic sequences was constructed and several harmonic features were computed from these stimulus items.

Participants were tasked with selecting which chord differed between two similar four-chord sequences, and their

response data were modeled with explanatory item response models using the computational harmonic features as pre-

dictors. The final model suggests that participants’ responses can be modeled using transitional probabilities between

chords, voice-leading distance, and spectral pitch-class distance cues, with participant ability correlated to three subscales

from Goldsmiths Musical Sophistication Index. The item response model was used to create an adaptive test of harmonic

progression discrimination ability (HPT) and validated in a second study showing substantial correlations with other tests

of musical perception ability, self-reported musical abilities, and a working memory task. The HPT is a new free and open-

source tool for assessing individual differences in harmonic sequence discrimination. Initial data suggest this harmonic dis-

crimination ability relies heavily on transitional probabilities within harmonic progressions.
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Importance of Harmony Processing for
Western Music
Harmony is a complex structuring principle that underlies
many styles of Western music, describing how notes are
combined into chords and how chords are combined into
chord sequences. Further investigation of harmony percep-
tion can help us better understand how the brain manages
incoming auditory information such as language, as the
capacity to process harmonic content is linked to the
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processing of complex auditory information as well as high-
level cognitive processes, such as syntax processing (Koelsch,
2006; Koelsch et al., 2005). Harmony is also linked to com-
municating and inducing emotions, as described in the
common associations of major chords with happiness and
minor chords with sadness in Western music (Bakker &
Martin, 2015; Smit et al., 2022), and can assist in understand-
ing how and why we make connections between auditory
information and emotional response.

Harmonic content is rich in variation, providing a large
list of possible chords that can be constructed and an
even greater list of possibilities for transitions between
one chord and another. Given that we can distinguish
between chords (a set of three or more different pitch-
classes), voicings (different orderings of notes within a
chord), and chord transitions, there must be psychological
and neurological functions that enable the discrimination
between these various types of harmonic information.
There must also be cues participants rely on to differentiate
between chord sequences, such as sensory, cognitive, or
statistical factors.

Individual differences in the ability to process harmonic
information are assumed to be broad (Chubb et al., 2013),
but from where these differences derive is still largely
unknown. They possibly stem from formal training and
the acquisition of suitable language and mental concepts,
or from various types of implicit learning through exposure
to harmonic music. To answer these questions, we require a
measurement tool that enables us to quantify individual dif-
ferences in harmonic processing while comparing them to
other variables of musical expertise and behavior. The
design of a new measurement tool for harmonic processing
is the primary aim of the current study. This tool will
provide insight into the factors listeners utilize to distin-
guish between chords within progressions and provide an
effective measure for individual differences in the ability
to discriminate between chord sequences. This ability is
arguably a valuable skill for musicians and music learners
across different Western music genres where harmonic pro-
gressions are an important musical feature. The tool accom-
plishes this objective by exposing participants to two
near-identical four-chord sequences, tasking participants
to choose which chord differs between the two sequences.
In addition, participant scores can potentially be utilized
as a participant-level predictor for future music perception
models. However, the tool certainly does not represent a
measure of general musical ability but only measures the
performance levels of one specific musical skill.

Establishing the construct validity of this new tool is
closely associated with modeling harmonic processing by
identifying features of chords and harmonic sequences
that are related to processing ease or difficulty. More specif-
ically, to create an adaptive tool for assessing an individu-
al’s ability for chord discrimination, we first need to
determine which chord sequences participants find easy
and difficult based on a calibration experiment; we then
develop a statistical model to explain these difficulty

parameters from measurable chord features. This model
can be linked to theoretical processes underlying task per-
formance and can thereby help to substantiate construct
validity. Harmony perception, like many aspects of music
perception, depends heavily on enculturation, whereby lis-
teners internalize the harmonic vocabulary and syntax of a
given musical style. A harmony perception test will there-
fore necessarily be culture-specific. Here we address the
harmony of Western popular music, broadly conceived,
using stimuli drawn from the Billboard corpus of popular
music.

Models of Harmony Perception
There have been many theories describing howWestern lis-
teners perceive harmony. Many of these theories differ con-
ceptually in their use of measurement to determine what
constitutes chords being more similar or more different to
one another. For this article, we will consider theories
using statistical probabilities, distances between chord
notes in pitch space (voice-leading distances), and spectral
distances between chords.

Prediction by partial matching (PPM; Cleary & Witten,
1984) is a sequence-modeling algorithm that has been
shown to be effective for modeling harmonic expectation
based on statistical learning of transitional probabilities
between chords (Harrison & Pearce, 2018; Harrison et al.,
2020). PPM can be applied to capture both local (short-
term) information from the current chord sequence input
and global (long-term) information learned from a
musical corpus to predict the expectedness of a particular
chord. In this article, estimations of surprisal derive from
the information content of a given chord in the sequence,
which is the negative logarithm of a chord’s conditional
probability with respect to the chords preceding it in the
sequence. Probabilities for chord transitions are derived
from a PPM model trained on a popular music corpus.

Other models, such as Tymoczko’s minimum voice-
leading distance model (Tymoczko, 2006; Tymoczko,
2008), consider the semitone movement between pitch-
class sets as a measure of distance between chords. An algo-
rithm calculates and sums the semitone distance between
each voice in the two chords for a total measure of
minimum voice-leading distance between the two pitch-
class sets. Within this model, we consider chords more
similar to one another if one chord can be transformed
into the other with a small number of semitone shifts.

The spectral distance model (Milne et al., 2011) is a psy-
choacoustically informed model measuring the spectral
similarity between two adjacent pitch sets. This model
aims to assess how similar or dissimilar listeners perceive
two collections of tones to be by representing each collec-
tion as a smoothed frequency spectrum and comparing
the spectra to one another. Milne and Holland (2016)
have shown spectral pitch-class distance to be a reliable pre-
dictor of perceived distance between pairs of major or
minor triads.
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While the above theories employ conceptually different
measurements to calculate the degree of chord similarity,
these various theories are likely somewhat correlated in
terms of what they consider close or distant chord
changes. Chord changes with a high transitional probability
are also likely to be chords that are considered more closely
related in key and spectrally similar compared to less fre-
quent chord changes. It is difficult, if not impossible, to
fully dissociate statistical prevalence with other features
of a given stimulus set; for example, psychoacoustic conso-
nance is highly correlated with statistical prevalence in
Western music. The HPT test will measure some combina-
tion of sensitivity to fundamental stimulus features and
familiarity with a given musical style. Our approach is to
dissociate these aspects through computational modeling.

Individual Differences in Harmony
Perception
Given the rich theoretical and empirical literature on
harmony processing, studies investigating individual differ-
ences in harmony-perception ability are surprisingly sparse.
Empirical research investigating individual differences in
musical ability often exclude tests on harmonic perception
or only consider consonance perception of single chords
as the sole aspect of harmony perception.

Early individual differences batteries of musical apti-
tude, such as the Wing Battery (Wing, 1948), the
Seashore Measures of Musical Talents (Seashore et al.,
1960), and Bentley (1966) focus more on aesthetic prefer-
ence and harmonious/disharmonious judgements rather
than discrimination ability, and have been long considered
outdated (Carson, 1998; Law & Zentner, 2012). Other
assessment batteries such as the Musical Ear Test
(Swaminathan et al., 2021; Wallentin et al., 2010),
PROMS (Law & Zentner, 2012), and mini-PROMS
(Zentner & Strauss, 2017) do not contain specific
harmony subtests. Gordon’s Advanced Measures of
Music Audiation (Gordon, 1990) contains a tonal test,
though this was found to be unreliable in later assessments
(Valerio et al., 2014).

The harmony subtest of Kirchberger and Russo (2014)
involves listener judgements on the stability of IV-V-I pro-
gressions created from justly tuned perfect fifths (without
thirds). Participants first hear the progression in
just-intonation tuning followed by the same progression
with one of two alterations in tuning. In one alteration,
the fifth and its harmonics are detuned, while in the
second alteration the entire dyad is detuned. In this sense,
the subtest is more of a measure of dissonance and intona-
tion thresholds rather than measuring ability to distinguish
between chords within a chord sequence, similar to the
tuning subtest of the PROMS (Law & Zentner, 2012),
where participants perform a same-different discrimination
task involving a pair of major triads that may contain one
mistuned triad chord.

While the Kirchberger and Russo (2014) and PROMS
(Law & Zentner, 2012) tests address interesting perceptual
questions relating to mistuning sensitivities, they only
address individual differences in the ability to process a
single chord and do not consider the ability to discriminate
chord progressions in the Western music alphabet. Thus, a
test procedure measuring participants’ individual differ-
ences in the ability to distinguish between chord sequences
is still absent from the music cognition literature. A discrim-
ination task is ideal for measuring harmony perception as it
provides the boundaries of the ability to differentiate
between harmonic stimuli, therefore assisting in under-
standing limitations of harmony perception and how those
limitations differ between individuals.

Computational Features of Harmony
Perception
Conceptually, the term harmony has several and partly
overlapping aspects and meanings, and consequently
many different approaches for measuring different aspects
of harmony have been suggested in the literature. It is
helpful to first distinguish between simultaneous conso-
nance, being the relation of notes that are sounded together
to form a musical chord, and sequential consonance, the
movement of one chord to another (Harrison & Pearce,
2020a; Parncutt & Hair, 2011).

Various theories regarding why one collection of notes
may sound more consonant than another (in other words,
differences in simultaneous consonance) are grouped into
harmonicity (Parncutt, 1988; Terhardt et al., 1982), interfer-
ence (Plomp & Levelt, 1965), and cultural (Johnson-Laird
et al., 2012) explanations. Harrison and Pearce (2020a)
re-analyzed perceptual data consisting of consonance
judgements of various chord types and subsequently com-
bined the top performing model of each of these theories
(Harrison & Pearce, 2018; Harrison & Pearce, 2020a;
Hutchinson & Knopoff, 1978) into a composite model of
simultaneous consonance.

Sequential consonance can be measured in a variety of
ways, such as measuring the transitional probability of a
chord change relative to the chord or sequence of chords
that precedes it. Machine learning algorithms, such as pre-
diction by partial matching (PPM) (Harrison et al., 2020),
allow researchers to train a model on the chord transition
probabilities found within a musical corpus and then use
the resulting model to estimate the information content, or
human surprisal ratings, that a chord may have given a
sequence of preceding chords and the context of the
musical style that the musical corpus represents.

An additional measurement is the number of semitone
differences in the voice leading between two chords.
While Tymoczko’s (Tymoczko, 2006) formulas are
capable of measuring pitch distances beyond the twelve-
tone system (i.e., measuring fractions of a semitone), utiliz-
ing integers to represent semitone movement is sufficient
for the study of Western harmony. These algorithms
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calculate the minimal voice-leading distance between two
chords, returning an integer value representing the total dis-
tance in semitone movement between the voices of the two
pitch-sets being compared (Tymoczko, 2006).

Sequential consonance can also be measured by the
spectral pitch-class similarity between two chords (Milne
et al., 2011; Parncutt, 1989). Pitch-class representations
are invariant to octave transposition; thus, this measurement
compares the spectral similarity of two chords without con-
sideration as to octave or voicing. Previous research (Milne
& Holland, 2016) has shown that spectral pitch-class dis-
tance is a reliable measurement for participants judging
“how well or how badly two chords fit together” and
“how similar or dissimilar two chords sound.”

Aims of Study
The goal of the current study is to create an adaptive test
capable of measuring individual differences in harmony
discrimination, that is, the ability to discriminate between
sequences of chords. The test procedure requires partici-
pants to listen to two near-identical progressions, with
one chord differing between the two. The participants’
task is to correctly select which chord differed between
the two progressions. A range of computational measures
are derived from all chord sequences to reflect different
aspects of harmonic content. These measures are then
employed to model participants’ test data. The first experi-
ment of this study generates human response data that are
then modeled using an explanatory item response model
(logistic mixed effects model, Harrison & Müllensiefen,
2018) that uses the computational measures as independent
variables. The explanatory item response model is subse-
quently used to determine the difficulty of each item in
the test. These difficulty values are then utilized to create
an adaptive version of the test, which will be evaluated
and validated in the second study.

Hypothesized Processing Model
To understand how participants may integrate sequentially
presented harmonic information, a simple hypothetical pro-
cessing model based on previous literature (Bharucha,
1987; Harrison et al., 2020; Harrison & Pearce, 2020a,
2020b; Milne et al., 2011) suggests an explanation for
human perception harmonic sequences and acts as a guide
for the construction of the experimental task. This model
proposes organizing the various stages of processing into
expectations, early-stage sensory processing, and late-stage
cognitive processing (Figure 1). At any given chord in a
sequence, a listener forms expectations regarding which
chord will be heard next in the sequence. This is a
balance to be found between global transitional probability
information for all chord transitions a listener has experi-
enced, dependent on context (style/genre), and influenced
by local information about recently heard progressions
within the same song or song set. When a new chord is

heard, early processed sensory information determines a
quick judgement relating to whether the tones of the
chord are perceived as simultaneously consonant or disso-
nant. A later cognitive process takes place to determine
whether this is a syntactically appropriate (or expected)
chord given the tonal information and context. This
process is then repeated for the following chord, taking
into consideration the previous sensory and cognitive infor-
mation. The effect of previous chords in the sequence on the
processing of the current one is likely subjected to a
memory decay (Spyra et al., 2019).

For example, upon hearing the initial chord I in the
sequence I-V-vi-IV, a participant may form expectations
based on the global transitional probabilities (probabilities
formed from the participant’s lifetime listening experience)
following that chord. As the V chord is heard, the early
sensory processing phase judges this as consonant. In this
stage sensory priming effects take place due to the shared
note between the two chords, which can be measured by
spectral pitch-class similarity. At the next stage, listeners
process the syntactic information judging how well the
chord fits into the tonal schema created by the previous
chord. As the I-V sequence is frequently heard in Western
music, this chord transition is not surprising to the listener
and is perceived as expected. This process then repeats
for the V-vi transition and again for the vi-IV transition.
When a listener is exposed to the next progression,
I-V-iii-IV, local transitional probabilities come into effect
based on the recent exposure to the I-V-vi-I sequence.
The I-V transition will be expected, and the transition
V-iii will be surprising due to the previous expectations
set up by the I-V-vi transition. The IV chord may still be
somewhat expected as the fourth and final chord in the
sequence, though the transition will be different (and thus
processed differently) as it is being approached by the iii
chord instead of the vi chord.

Study 1: Test Calibration

Participants
The sample of participants consisted of UK and US partic-
ipants (n= 356) recruited through the commercial online
market research panel managed by SoundOut, a company
specializing in participant recruitment for music evaluation
and sonic branding. Participants completed the study online
and received a small compensation for participation. An
additional 80 students from the University of London,
Goldsmiths College Psychology Department completed
the study for course participation credit, bringing the total
number of participants to n= 436.

Stimuli
Stimuli were composed of two four-chord musical progres-
sions. A length of four was chosen based on pilot experi-
ments indicating a length of four was sufficiently difficult
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for most participants, four-chord progressions being
common in popular music, and previous research suggest-
ing local effects possibly playing a greater role than large-
scale global effects in harmony perception (Bigand &
Parncutt, 1999). The two progressions consisted of identical
chords with the exception of one chord being changed in the
second progression. The first progression heard, referred to
as the original progression, was one of 36 most frequent
chord sequences taken from the Burgoyne Billboard
Music Corpus (Burgoyne et al., 2013). The Burgoyne
corpus has been implemented into the R package hcorp
(Harrison & Pearce, 2020b), containing the pitch informa-
tion for 739 #1 Billboard songs from 1958 to 1991. Nine
songs were excluded (songs 87, 127, 197, 214, 227, 391,
533, 639, and 649) due to their containing fewer than
four chord transitions or containing only pseudo-chords
consisting of fewer than three notes (such as “power
chords”). Harmonic information is denoted in the form of
pitch-class-chord (pc_chord) vectors created by the hrep
R package (Harrison & Pearce, 2020b).

An algorithm created to extract four-chord sequences
and order them by frequency analyzed 730 songs, produc-
ing 12,752 unique 4-chord sequences excluding transposi-
tions and 71,477 4-chord sequences in total, including
transpositions. The most frequent 36 progressions consist-
ing of triads were selected to be used as “original progres-
sions,” the first progression heard by a participant within a
trial. Chord sequences containing tetradic chords such as
dominant sevenths were excluded, though most sequences
contained strictly triadic chords. For each original progres-
sion, 141 variants were created by replacing one chord,
either in the second, third, or fourth position of the
sequence. The replacement chord was always in root posi-
tion (i.e., the fundamental tone was the lowest note in the
chord) and could be a major, minor, diminished, or aug-
mented chord, starting on any pitch class of the chromatic

scale. Thus, each of the 36 original progressions yielded 141
variations for a total of 5076 different items, each consisting
of an original and an altered chord sequence. Each chord
sequence was then run through a voice-leading algorithm
(Harrison & Pearce, 2020b) and set to output four-voice
harmony (written in the conventional rules of voice-leading,
e.g., no parallel fifths or octaves) between MIDI notes 48
and 72, computing a sequence with minimum voice-leading
distances (excluding parallel fifths/octaves) between chord
transitions. Each original progression and their variations
were output to a .csv text file, converted into a midi file, and
finally converted into an .mp3 file (108 kbps, mono).

Each chord in a sequence was played for 1000 ms. After
a sequence finished, a 500 ms pause took place, before a
1000 ms auditory separator (rain sound) was played, fol-
lowed by another 500 ms pause before the next progression.
Total time for a single trial was 12 s. A grand piano timbre
was used for all stimuli.

The test was implemented as an online web interface
using the R packages psychtestR (Harrison, 2020) and
shiny (Chang et al., 2017).

Procedure
Upon opening the test application, participants were
informed they would be taking part in a study to better
understand how people perceive musical chords. They
were also informed that participation was completely vol-
untary, no risks were involved, that they could quit the
experiment at any time, and that all information collected
would remain anonymous. Participants consented by click-
ing “Yes” to the following prompt: “University of London,
Goldsmiths College, is committed to compliance with the
Universities UK Research Integrity Concordat. Your infor-
mation and data will remain anonymous. By clicking YES,
you are agreeing that you have read the above information

Figure 1. Simple model displaying the expectation, sensory, and cognitive phases of processing harmony information within chord

sequences. Listeners first process sensory information related to the simultaneous consonance of a chord and then cognitive/syntactical

information regarding where that chord fits in tonal space relative to the previous chord.
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and consent to take part in the following experiment.” If a
participant clicked “No,” they were informed that consent
was required to take part in the experiment. The testing
portion of the application did not commence until partici-
pants clicked “Yes.”

Participants were encouraged to complete the test in a
quiet room, with the sound level at a comfortable volume,
and using headphones, if possible. Participants were
instructed that they would hear two four-chord progressions
and that one of the chords in the second progression would
differ from the first. During a trial, buttons with the numbers
1 to 4 were displayed on-screen and would highlight as their
corresponding chord would sound. Participants chose
which chord they believed was different by clicking on
the corresponding number. Two examples were played to
allow participants an opportunity to attempt trials and
receive feedback regarding a correct/incorrect response,
also revealing the correct answer if an incorrect response
was given. Participants also had the option to repeat the
training session as many times as they felt necessary
before continuing with the main portion of the test.

The main portion of the test consisted of 25 trials. Each
trial was approximately 12 s in length. A low number of
trials was chosen to limit participant fatigue and encourage
honest responses. During the main portion, participants did
not receive feedback on whether their responses were
correct or incorrect but were informed of their total score
at the end of the test. As Study 1 aimed to construct a
model of item difficulty and calibration of the test, trials
were randomly selected from the pool of 5076 items with
the stipulation that each of the 36 original chord progres-
sions would be heard not more than once. Thus, each par-
ticipant was exposed to 25 out of the 36 possible original
progressions. In the following we refer to this testing proce-
dure as the harmony progression discrimination test (HPT).

Following the HPT, participants completed the Goldsmiths
Musical Sophistication Index (G-MSI) (Müllensiefen et al.,
2014) assessing their self-reported musical abilities, expertise,
and behavior. Participants recruited from SoundOut only com-
pleted the seven items of the musical training subscale of the
G-MSI, while participants from the Goldsmiths Psychology
Department completed the entire questionnaire, comprising
39 items on all 5 subscales.

Analysis
Participant data were scored at the trial level as correct
versus incorrect. Participant responses were then modeled
as the dependent variable in a binomial (i.e., logistic)
mixed-effects model using computational measures of har-
monic content as independent (fixed-effect) variables.
Measures consisted of chord transitional probability from
a prediction-by-partial-matching (PPM) model (Harrison
et al., 2020) trained on the popular music corpus, spectral
pitch-class distance (Milne et al., 2011), voice-leading distance
(Tymoczko, 2006), simultaneous consonance (Harrison &
Pearce, 2020a), and progression prevalence taken from a

popular music corpus. These computational measures all
describe different aspects of the harmonic relationships
within chord sequences and the degree of difference
between the two paired chord progressions on each item
of the test.

Chord Transitional Probability
Chord transitional probabilities are estimated using a PPM
algorithm (Cleary &Witten, 1984) as implemented in the R
package ppm (Harrison et al., 2020; R package ppm version
0.2.0). This algorithm is a variable-order Markov model
that combines predictions of various n-gram models. In
this case, an n-gram could be considered a single chord, a
two-chord transition, or a chord sequence. The statistical
probability of transitions between n-grams is calculated in
relation to the previous n-gram, or previous sequence of
n-grams at various lengths. These multiple predictions are
then combined to output an overall measure of chord like-
lihood given the previous chords in the sequence.

Chords from the Billboard corpus are represented by
pitch-class sets (invariant to inversions) and described as
integer symbols. Each song in the corpus is entered into a
PPM model as a string of chord symbols for the model to
learn the transitional probabilities of chords within the
song. To account for same chord transitions in different
keys, each song is transposed to all twelve keys in the
Western musical system.

A “long-term” model representing a listener’s lifetime
global statistics of chord transitional probability is created
by training a PPM model on 739 songs (plus transpositions
of each song) in the Billboard Corpus. A “short-term”
model is created during the analysis of each trial in order
for the model to be exposed to the original chord progres-
sion of a trial and to represent the transitional probability
statistics of the second progression within a trial. PPM
must be configured with an “escape method” to determine
the behavior in cases where the observed n-gram has
never been seen before. Here we configured the models to
use escape method “C” (Moffat, 1990), which has been
shown to work well for music modeling (Pearce &
Wiggins, 2004) with an order bound of 3.

The output from these models reflects information
content (the negative logarithm probability of a given
event), that is, the likelihood of the target chord in the
context of the preceding harmonic material. Larger infor-
mation content values correspond to a lower degree of
expectation upon hearing the target chord. Thus, informa-
tion content is synonymous with chord “surprisal.”

Prediction by partial matching is chosen to model harmonic
sequence memory as PPM algorithms have been shown to be
applicable to the modeling of auditory sequences (Pearce &
Wiggins, 2006; Pearce et al., 2010), in the sense that they
act as ideal observers predicting incoming auditory informa-
tion through transitional probabilities and sequence statistics
(Harrison et al., 2020). In addition, uncertainty (operational-
ized by the entropy of the model’s predictive distribution)
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measures from the PPM models are computed along with
information content. Both measures are applied to target
chords in the 1st and 2nd progressions, in both the long-term
global model trained on the Billboard Corpus and short-term
models created for each trial. Averages and maxima for infor-
mation content are also computed for 1st and 2nd progressions
in both long-term and short-term models. Information content
is the unit for all chord surprisal measures.

Spectral Pitch-Class Distance
Spectral pitch-class distance is a way to measure the dissim-
ilarity between the spectra of two sets of pitches (Milne &
Holland, 2016). The spectral frequencies in a given pitch set
are represented as a set of spectral pitch classes, which are
in an octave-equivalent log-frequency domain and are
smoothed over this domain with a Gaussian kernel to
account for inaccuracies of pitch perception. Spectral pitch-
class distance is the cosine distance between any two spec-
tral pitch class sets.

As this is a measurement of distance, lower values repre-
sent spectrally similar comparisons, while higher values repre-
sent spectrally different comparisons (measured between 0
and 1). This measurement is implemented in the R package
hrep version 0.11.1 (Harrison & Pearce, 2020b) and is
applied to the chord comparisons between target chords and
their antecedent chords in the 2nd progression, as well as
between target chords in the 1st and 2nd progressions.

Voice-Leading Distance
A voice-leading measurement is implemented based on
Tymoczko’s (2006) minimum voice-leading distance algo-
rithm in the R package minVL version 0.3.0 (Harrison &
Pearce, 2020b). Preliminary data comparing the minimum
possible voice leading between target and antecedent
chords as pitch-class-sets vs. the actual voice-leading dis-
tance heard in the stimuli showed that the actual voice-
leading distance between chords was better at predicting
participant responses, while also reflecting the true listener
experience from stimuli exposure. This measure computes
the minimum distance (in semitones) moved by each
voice and sums the total semitone distance across voices.
Voice-leading distance is an important concept in musical
harmony as composers (depending on genre/context) will
strive for low voice-leading distance between chords so
that the chords will be perceived as better connected
(Tymoczko, 2006). This measure is computed between
the target chord and its antecedent chord in the 2nd progres-
sion, and between target chords in the 1st and 2nd progres-
sions. Semitones are the units used for this measurement.

Simultaneous Consonance
Simultaneous consonance is measured through the R
package incon version 0.4.1 (Harrison and Pearce,
2020a), using the har_composite_19 function. While this

measurement is primarily used to represent consonance of
the different chord types (major, minor, diminished, aug-
mented), it was applied individually to each target chord
in the 2nd progression of every trial. This provides a more
accurate consonance measure for the chord being heard,
as consonance measures can differ for the same chord
type based on the chord voicing and pitch height.
Simultaneous consonance measures are applied to the
target chord in the 2nd progression. This measurement esti-
mates consonance with a numerical scalar value composed
of regression coefficients from the top-performing harmon-
icity model (Harrison & Pearce, 2018), interference model
(Hutchinson & Knopoff, 1978), and corpus-based cultural
familiarity model (Harrison & Pearce, 2020a).

Progression Frequency
Measures of original progression frequency are calcu-
lated by taking the number of occurrences of a given
sequence relative to the total number of sequences
within the analyzed data from the Burgoyne Billboard
Corpus. This produces a familiarity measurement as the
percentage of total four-chord sequences a given sequence
accounted for within the corpus. This measure is only
applied to the initial progression, as the majority of
altered progressions would not be found in the Billboard
Corpus. The units for this measurement are the percentage
of appearances of the initial progression within the total
corpus.

Results
Analysis was done in R version 4.0.2 and performed in two
stages. The ultimate goal of the data analysis was to arrive
at a logistic regression model for interpretability and for
subsequent use within an adaptive test of harmonic progres-
sion perception. However, logistic regression models are
hard to interpret if they contain many collinear predictors.
This motivated us to implement a prior variable selection
step. We chose to do variable selection using a random
forest model because such models are robust to collinearity.
In the first stage a random forest model is used for selecting
the independent variables that are most closely associated
with the dependent variable. Twenty potential predictor
variables were considered to explain task performance
across different items. In the second stage the selected var-
iables are used to model participant response data at the trial
level. Variable importance scores from a random forest
model are used to determine feature selection for analysis
(Table 1) using the function cforest from the R package
party (Hothorn et al., 2015). The variable selection
process also aimed to avoid overfitting the model and min-
imize technical problems driven by high predictor-variable
to data-point ratio.

The most important variables according to the random
forest model are target chord surprisal (long-term model)
and chord surprisal maximum from the short-term model
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in the altered progression (the information content
maximum from a transition in the second sequence, as
judged by the short-term model trained on the original
chord sequence). As the distributions of these two variables
appear to be skewed, winsorization (Reifman & Keyton,
2010) (i.e., iterative deletion of the most skewed parts of
the distributions) is implemented to determine whether
the association of these variables with the dependent vari-
able (DV) is mainly driven by outliers or the skewed distri-
bution. Winsorization is performed on the data increasing
by 0.5% the points prior to the 95% confidence interval
around the variable mean. However, for all winsorized ver-
sions of the data, the association between these two

variables and the DV remain significant. As these factors
(the long-term PPM model target chord surprisal in the
altered progression, and the short-term PPM model
maximum chord surprisal in the altered progression) have
the highest correlations to the DV and are not significantly
correlated with each other, they are chosen as predictors for
a series of binomial mixed-effects models.

In addition, for each other aspect of harmony (that is to
say, different aspects that are measured, for example, voice-
leading distance), the variable with the strongest association
to the DV is selected as predictor for the subsequent
mixed-effects models. These are the spectral pitch-class
distance between the target and antecedent chord, the voice-

Table 1. Variable importance scores of item features from random forest model and correlation to the dependent variable.

Feature Variable importance score Correlation Aspect of harmony

Target chord surprisal

(long-term model, 2nd progression)

.01234 .20 Long-term model information content

Sequence maximum surprisal

(short-term model, 2nd progression)

.00672 .15 Short-term model information content

Simultaneous consonance

(target chord, 2nd progression)

.00463 −.12 Simultaneous consonance

Voice-leading distance

(target chords in 1st and 2nd progressions)

.00439 −.05 Voice-leading distance

Spectral pitch-class distance

(target and antecedent chord, 2nd progression)

.00421 .11 Spectral pitch-class similarity

Sequence surprisal average

(long-term model, 1st progression)

.00419 −.11 Long-term model information content

Sequence surprisal average

(short-term model, 2nd progression)

.00356 .09 Short-term model information content

Target chord surprisal

(long-term model, 1st progression)

.00344 −.09 Long-term model information content

Uncertainty average

(long-term model, 1st progression)

.0032 −.09 Long-term model entropy

Billboard Corpus progression frequency rank

(1st progression)

.00289 −.09 Progression familiarity

Uncertainty average

(short-term model, 2nd progression)

.00284 −.08 Short-term model entropy

Spectral pitch-class distance

(target chords in 1st and 2nd progressions)

.00216 .07 Spectral pitch-class distance

Target chord uncertainty

(long-term model, 2nd progression)

.00210 .11 Long-term model entropy

Sequence maximum surprisal

(long-term model, 1st progression)

.00208 −.09 Long-term model information content

Target chord uncertainty

(short-term, 2nd progression)

.00183 −.09 Short-term model entropy

Billboard Corpus progression raw frequency

(1st progression)

.00183 .08 Progression familiarity

Target chord uncertainty

(long-term model, 1st progression)

.00158 −.04 Long-term model entropy

Sequence maximum uncertainty

(short-term model, 2nd progression)

.00128 −.08 Short-term model entropy

Voice-leading distance

(target and antecedent chord, 2nd progression)

.00026 .03 Voice-leading distance

Target chord information content

(short-term model, 2nd progression)

-.00043 .03 Short-term model information content

Note. Harmony measures computed in the analysis. The first column shows the specific measure implemented. Column 2 is the variable importance score

from the random forest model. Column 3 is the correlation to the dependent variable (correct or incorrect participant response on trial). Data are

ordered by variable importance score.
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leading distance between the target chord in the altered
progression and its placeholder in the original progression,
and the simultaneous consonance of the target chord.
Correlations between these measures and participant score
on the HPT test are shown in Table 2.

In a second model selection stage, we followed a step-
wise backwards elimination procedure. A series of binomial
mixed-effects models was computed using the glmer()
function from the R package lme4 version 1.1-29 (Bates
et al., 2014). The mixed-effects models used participant
response (correct/incorrect) as the DV, participant ID
random effect, and the five measures of harmonic content
as fixed effect independent variables (IVs) that were
selected in the first model selection stage (long- and short-
term information content, spectral pitch-class distance,
target chord consonance, and voice-leading distance). We
used the Bayesian information criterion (BIC) and a
likelihood-ratio test for model comparisons and required
both criteria to favor a model for it to be selected. Both
criteria indicated that a model without the predictor
target chord consonance (BIC= 10,950) had a better fit
to the data than the full model with all five predictors
(BIC= 10,959) as well as the four other models contain-
ing only four predictors (BIC range= [ 10,956, 11,070])
and any model without target chord consonance and
only three predictors (BIC range= [10,947, 11,125]).1

Therefore, only target chord consonance was dropped
as a predictor.

In a final step, the lower and upper asymptote of the
response function was added to the mixed effects model
to reflect guessing and inattention behavior of participants.
This was included to model response behavior in partici-
pants correctly answering a question above their ability
through guessing, and to reflect instances when a partici-
pant incorrectly answered a question within their ability.
While asymptotes could be set a priori, we decided to esti-
mate these from the response data for a more accurate indi-
cation of guessing and inattention thresholds. Because
estimating the coefficients of the asymptotes is not possible

with the glmer() function from the lme4 package, we used
the equivalent brm() function from the R package brms
package version 2.18.0 (Bürkner, 2017), which follows a
Bayesian estimation approach. We used weakly informative
priors for the Bayesian mixed-effect model. For eta, the
term of linear predictors, we used a normal prior with
mean= 0 and SD= 5. For the guessing and inattention
parameters we used beta priors with a value of 1 for
alpha and beta. For the guessing parameter we set the
lower bound to 0.15 and the upper bound to 0.25, while
we chose a lower bound of 0 and an upper bound of 0.1
for the inattention parameter. In the presence of the param-
eters for the lower and upper asymptotes, the model
summary showed that the 95% credible interval of the coef-
ficient for the short-term information content measure
included 0, indicative of weak empirical support for including
that parameter in the model. A comparison of the two models
with and without short-term information content on the widely
applicable information criterion (WAIC, a Bayesian analog
of the BIC) revealed that both models had approximately
the same empirical support (WAICincludingST−IC= 10,665.1,
SE= 111.9; WAICexcluding_ST−IT= 10,665.8; SE=111.8).
Hence, a decision was taken to opt for the more parsimonious
model that also excluded short-term information content.
Thus, a final model was computed including only three predic-
tor variables: the long-term information content between target
chord and antecedent chord in the altered progression, spectral
pitch-class distance between target chord and antecedent
chord in altered progression, and the voice-leading distance
in semitones between the altered progression target chord
and its same sequence position chord in the original progres-
sion. A summary of this final model is given in Table 3.
Descriptive statistics for the variables within the final model
are listed in Table 4.

The model’s predictive accuracy is 78.1%, and random
effect coefficients for participants (reflecting individual
deviation from the average performance level) are corre-
lated with relevant subscales from the Gold-MSI self-report
inventory: musical training (r= .22, n= 436, p < .001),

Table 2. Correlations between dependent variable and independent variables.

Measure

HPT

score

Target chord

surprisal

Sequence

surprisal

maximum

Target chord

simultaneous

consonance

Spectral

pitch-class

distance

Voice-leading

distance

HPT score 1.00 .204 .147 −.120 .110 −.050
Target chord surprisal .204 1.00 .237 −.580 .110 −.033
Sequence surprisal

maximum

.147 .237 1.00 −.220 .324 −.053

Target chord

simultaneous

consonance

−.120 −.580 −.220 1.00 .100 .031

Spectral pitch-class

distance

.110 .110 .324 .100 1.00 −.030

Voice-leading distance −.050 −.033 −.053 .031 −.030 1.00

Note. Only selected variables are shown in table.
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perceptual abilities (r= .27, n= 80, p= .02), and general
sophistication (r= .34, n= 80, p < .001).

Study 2: Test Validation

Materials and Methods
From the final mixed effects model computed in Study 1,
item response parameters for item difficulty, discrimination,
guessing, and inattention were extracted (for technical
details see Harrison & Müllensiefen, 2018; Larrouy-
Maestri et al., 2019), which form the basis for the adaptive
version of the HPT test. Item selection for the test was deter-
mined based on participant answers for previous questions,
with total test score being tracked throughout each question
and future questions determined from participants’ current
test score and item difficulty (based on responses from
the calibration test). Like the calibration test, the adaptive
test consisted of 25 questions and was implemented as an

online web interface using the R packages psychtestR
(Harrison, 2020) and shiny (Chang et al., 2017).

Participants
1164 participants took part in the validation portion of
the experiment as a continuation of the longitudinal
LongGold Study (Müllensiefen et al., 2015). Of these, 12
were excluded from analysis for not completing the exper-
iment, and 2 additional participants were excluded for
having the same subject ID. To keep the sample population
homogenous in terms of age, 6 additional participants were
excluded for having an age greater than 20, and an addi-
tional 2 for supplying no age information, bringing the
total of participants included in the analysis to 1142 (525
male, 532 female, 85 other/rather not say; ages 8.6 to
19.2, M= 13.9, SD= 0.95). Participants also completed a
variety of other psychological tests and questionnaires,
some of which were used to assess validity of the HPT.
These additional measures are described below.

Melodic Discrimination Test. The melodic discrimination test
(MDT) is an adaptive test that tasks participants to choose
which melody is different between three melodic transposi-
tions, with one of the transpositions consisting of different
melodic content than the other two (which are identical
aside from transposition) (Harrison et al., 2017). As
melodic and harmonic discrimination are conceptually
similar, it is expected that melodic discrimination ability
should be highly correlated with the discrimination of dif-
ferent chord sequences.

Rhythm Ability Test. The rhythm ability test (RAT) investi-
gates memory for non-pitched rhythmic stimuli by expos-
ing participants to a rhythmic pattern consisting of low
frequency (kick drum) and high frequency (hand clap)
samples (Müllensiefen et al., 2020). Participants are then
shown four different visualizations consisting of dark blue
and light blue squares representing the low and high fre-
quency sounds, and tasked with choosing which of the
four visualizations matches the rhythmic pattern heard
previously.

Mistuning Perception Test. The mistuning perception test
(MPT) investigates participants’ ability to discriminate
between pitch-shifted (mistuned) vocals over an instrumen-
tal track against a similar excerpt with non-shifted vocals
(Larrouy-Maestri et al., 2019). Listeners are presented with
an altered version and an unaltered version of a musical
excerpt and tasked with selecting whether they are identical
or whether one is pitch-shifted in the vocal track.

Jack and Jill Adaptive Working-Memory Test. The Jack and Jill
(JAJ) is a test measuring visuo-spatial working memory
(Tsigeman et al., 2022). Participants are shown images of
Jack and Jill each holding a ball in one of their hands and
must answer whether they are holding the ball in the

Table 3. Parameter estimates from the final mixed effects model,

using Bayesian model estimation.

Model parameter Estimate

Estimate

error

Lower

CI

Upper

CI

Random effects

Participant

intercept

1.49 0.13 1.27 1.76

Fixed effects

Spectral

pitch-class

distance

0.69 0.15 0.4 1.00

Target chord

surprisal

0.15 0.02 0.12 0.18

Voice-leading

distance

−0.04 0.01 −0.06 −0.03

Guessing 0.16 0.01 0.15 0.2

Inattention 0.03 0.01 0.01 0.05

Note. Lower CI/Higher CI refer to the lower and upper bounds of the 95%

credible interval of the coefficient.

Table 4. Descriptive statistics from full dataset.

Model parameter Mean

Standard

deviation Minimum Maximum

Spectral

pitch-class

distance

(from 0 to 1)

0.59 0.22 0.00 0.95

Target chord

surprisal

(information

content)

10.43 1.35 1.26 12.46

Voice-leading

distance

(semitones)

8.37 4.23 0 19

Note. Only variables included in final model are shown.
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same hand or not. They are then shown the ball placed on a
point of a hexagon. Trials consist of multiple instances of
the Jack and Jill images followed by the hexagon place-
ment. Participants must remember where each ball is
placed on the hexagon in the proper order. An increased
number of images are shown as the test becomes more dif-
ficult, requiring participants to remember additional infor-
mation regarding spatial locations.

Computerized Adaptive Beat Alignment Test. The beat align-
ment test (CA-BAT) is a measure of beat perception
(Harrison & Müllensiefen, 2018). Participants are exposed
to two versions of a musical excerpt, each version superim-
posed with a “beep track.” In one version, the beep track
is perfectly aligned with the beat of the music. In the
other version, the beep track is ahead or behind the beat
at varying degrees of temporal misalignment. Participants
are tasked with choosing which excerpt is correctly aligned
with the beep track.

G-MSI Self-Report Questionnaire. Those who participated in
the validation portion of the HPT also completed the full
version of the G-MSI. This is the same version of the
G-MSI participants completed in the calibration portion
of the HPT. The G-MSI seeks to measure musicality
through five subscales (Active Engagement, Emotions,
Musical Training, Perceptual Abilities, Singing Abilities)
and a general factor comprising material from the five
subscales.

Procedure
Whereas data collection for the calibration portion of the
experiment took place online, validation testing took
place in person in various elementary and secondary
schools in Germany. Participants were encouraged to take
the test with headphones and avoid distraction.

Results
Validity of the HPT was measured by calculating correla-
tions between the HPT and additional tests of musical
ability, working memory, and self-reported questionnaires
assessing an individual’s music perception abilities.
Moderate correlations were observed between the HPT
and other tests of musical perception ability, as well as
the Jack and Jill working memory test and the perceptual
abilities subscale of the G-MSI. Only a small correlation
was observed between HPT score and the musical training
subscale of the G-MSI. The correlation coefficients are
listed in Table 5.

Figure 2 displays the correlations between the HPT and
other tests as a function of test length. The correlations
begin to stabilize and plateau after roughly 10 test ques-
tions. Figure 3 displays the mean standard error of the
HPT scores as a function of test length. As expected, the

mean standard error decreases with trial length, shrinking
from 0.65 (10 items) to 0.43 (25 items).

Discussion
The harmony progression discrimination test is a novel tool
for measuring the ability to process and discriminate chords
within chord sequences. The feature-based approach allows
the investigation of harmonic features that predict the
response behavior of participants on the test. The final
model suggests that auditory sensitivity to sequence statis-
tics may be the biggest factor participants use to determine
differences in chord sequences.

Spectral pitch-class distance is the first predictor in the
final model, with participants being more likely to correctly
select the target chord when it is preceded by a chord with
greater spectral distance. In other words, antecedent+ target
chord transitions that are more spectrally similar are more
difficult for participants to judge. It is possible that spec-
trally similar chords are more easily processed due to
sensory priming from the previous chord, and participants
rely on greater processing difficulty as a cue for the target
chord. Alternatively, this could be due to more spectrally
distant chord transitions also being less frequent, therefore
being judged as syntactically incorrect and therefore
easier to detect.

The second predictor in the model is target chord sur-
prisal. Participants are more likely to correctly select the
target chord when target chord information content is
high and represents a statistically surprising transition,
using the “surprisal” of a statistically less likely chord as
a cue for the replacement of the target chord. These
results are consistent with the idea that implicit learning
of transitional probabilities in chord sequences has a large
influence on harmony perception. It is possible that psycho-
acoustic features, such as simultaneous consonance of
single chords and spectral similarity between chords, con-
tribute to the frequency by which certain chords and

Table 5. Correlations between HPT score and other tests of

musical ability.

Test

Correlation

to HPT

Standard

error N

Melodic discr. test (MDT) .48 *** .028 1141

Rhythm ability test (RAT) .46*** .049 380

Mistuning percept. test (MPT) .42*** .029 1141

Jack and Jill work.

memory test (JAJ)

.40*** .053 345

Beat align. test (CA-BAT) .39*** .029 1142

G-MSI percept. abilities .35*** .030 1141

G-MSI musical training .21*** .031 1141

Note. Correlations between scores on the full-length (25 question)

harmony progression discrimination test (HPT) and other tests of musical

perception ability, working memory (JAJ), and self-reported questionnaires

regarding musical perceptual ability and musical training.

*** p< .001 (corrected for multiple comparisons[.25]).
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chord sequences are employed in popular music. Thus,
these contributing factors may further strengthen partici-
pants’ ability to distinguish between chords in harmonic
sequences.

The final predictor in the model is the voice-leading dis-
tance between target chords in the original compared to the
altered sequence. At first glance, it would seem that the
voice-leading distance between the target and antecedent

Figure 2. Correlations between scores on the harmony progression discrimination test (HPT) and other tests of musical perception

ability, working memory (JAJ), and self-reported questionnaires regarding musical perceptual ability and musical training as a function of

trial length.

Figure 3. Mean standard error of harmonic discrimination ability estimates as a function of test length.
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chord in the altered progression should take precedence
over the distance between the target chord in the second
sequence and its placeholder in the first sequence.
However, according to the process model in Figure 1, har-
monic expectations are a driving principle in the cognitive
processes for this task, and having heard the original
sequence just before, a non-zero voice-leading distance
would be always expected between the antecedent chord
and the target chord (because they are not identical). The
smaller the voice-leading distance between the expected
original and actual heard altered version of the target
chord, the greater is the violation of the expectations for
the target chord. This could be because a one-semitone dif-
ference typically induces quite a substantial tonal shift,
which can sound surprising to the listener.

An additional predictor that was not included in the final
model was the short-term information content maximum of
the altered progression (i.e., the maximum surprisal in the
second progression in the short-term model that is trained
only on the first progression). Though the model including
this measure did perform slightly better than the final model
excluding it, the difference was very small, and the more parsi-
monious model was chosen. Future studies will need to inves-
tigate the role of altered progression maximum surprisal in the
perception of chord sequence discrimination to determine
whether this measure should be included in the true model.

Using the avg_camparisons() function from the margin-
aleffect package in R (Arel-Bundock, 2023; R package
version 0.16.0), we calculated effect sizes for each of the
three predictors in the final model in terms of the increase
in odds ratio for answering the trial correctly if the predictor
was increased by 1 unit. Thus, for an increase of one unit of
spectral pitch-class distance, the odds ratio of answering a
trial correctly increases by about 62% (1.62 with 95% CI
= 1.34, 1.99). An increase of one unit of target chord infor-
mation content (surprisal) increases the odds ratio of correct
response by 11% (i.e., 1.11 with 95% CI: 1.09, 1.13), while
increasing the voice-leading distance by one semitone
decreases the odds ratio of correct response by 3% (0.97
with 95% CI: 0.96, 0.98).

The correlations between participant abilities (corre-
sponding to random intercepts in the mixed-effects
model) and Gold-MSI subscales can be interpreted as
initial indicators of convergent validity of the HPT in
Study 1. Participants with higher scores on the musical
training subscale likely have explicit chord knowledge,
potentially allowing them to recode auditory harmonic
information into verbal labels and other cognitive represen-
tations that can aid with the discrimination of more difficult
trials. Similarly, participants who self-report higher percep-
tual abilities and greater general sophistication possibly also
possess greater implicit harmonic knowledge than the
average participant and are more easily able to distinguish
between chord sequences that are highly similar and there-
fore more difficult to separate on this task.

Interestingly, only a small correlation is observed
between Study 2 HPT scores and self-reported musical

training from the G-MSI. This is possibly due to having
an adult population in the calibration study and having a
younger population in the validation portion, where chord
identification and ear training exercises are either not yet
taught or have not had sufficient time to make a large
impact on the younger population. In addition, it could be
that while musical training assists in chord sequence dis-
crimination from an explicit knowledge standpoint, other
more implicit perceptual factors stemming from long-term
music exposure may have larger influences over chord
sequence discrimination ability. This is supported by the
moderate correlation between HPT scores and self-reported
perceptual abilities from the G-MSI.

Construct and convergent validity of the HPT is sup-
ported by correlations between the HPT and other tests of
music perception ability. As melodic and harmonic discrim-
ination are both related to the processing of tone informa-
tion over time, it is not surprising that HPT and MDT
scores are the most correlated compared to HPT scores
and other measures. It is intuitive that participants who
score well on melodic discrimination would also score
well on discrimination between chord sequences. The
MDT and the RAT (the second highest correlation to the
HPT) also contain a large working memory component
(Silas et al., 2022) specifically requiring participants to
hold and retrieve musical information. The JAJ (also a
test of working memory, though without the musical com-
ponent) was also correlated to HPT performance. Lastly,
the CA-BAT does not require the use of working memory
retrieval but does require music perception abilities to
make judgements on beat alignment, which could account
for the small correlation between the HPT and CA-BAT.
While there may be relations between general music per-
ception capabilities (and ability to parse incoming auditory
information over time) to correlations between tests of
musical aptitude, it is likely that the combination of
working memory requirements with musical stimuli is
driving the high correlations between the HPT and the
MDT and RAT, with the additional aspect of tone informa-
tion attributed to both the HPT and MDT.

One major limitation of the test is that all initial progres-
sions are frequently heard chord sequences. Participants are
typically hearing low information-content sequences (com-
monly heard chord sequences) as initial progressions and
then hearing sequences with high information-content
target chord changes. It is possible that it is not high infor-
mation content that predicts responses but rather a differ-
ence between the information content of the target chords
in the two sequences. For example, in an extremely uncom-
mon chord progression consisting of all high information-
content chord transitions, a change may be easier to
detect if it introduces a chord change with particularly
low information content, with the participant detecting the
difference in information content between the progressions.
Expanding the test to include a wider variety of chord
sequences and chord types will be useful in determining
this, as we will be able to see how participants perform
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when both sequences are highly uncommon progressions or
when progression information content goes from high to
low (i.e., presenting the altered sequence first and the orig-
inal sequence second). It is possible that participants not
only based their responses on the comparison of the two
harmonic sequences in memory but also on a judgement
of the plausibility of each chord in the comparison sequence
in an absolute sense. Hence, the introduction of very rare
chords (e.g., augmented) or very dissonant chords (e.g.,
diminished) in the comparison sequence could have been
used as cues for participants to choose their response. If
this is the case, then the HPT not only assesses the ability
to compare two harmonic sequences in memory, but it
also assesses the ability to use stylistic familiarity and long-
term memory for detecting chords in a harmonic sequence
that are unusual in Western popular music.

An important additional limitation is that the HPT and its
results are relevant only to those with significant exposure
to Western musical culture; it may not be an appropriate
or reliable measurement of harmonic sequence discrimina-
tion ability for those with zero or limited exposure to the
Western tonal system. Furthermore, the stimuli used in
the test are grounded in the European classical music tradi-
tion through the use of the piano timbre and just four spe-
cific chord types. This may advantage specific listeners
within Western culture with more exposure to piano
timbre and/or classical music. Future research could also
expand on variations of timbre and possibly assess multiple
versions of the test based on genre-specific timbres and
chord progressions. An interesting possibility may be that
listeners perform better on tests styled after their preferred
genres than those they have less exposure to. However,
the tool certainly does not represent a measure of general
musical ability but only measures the performance levels
of one specific musical skill. Furthermore, future iterations
should also implement a transposition of the second
(altered) progression to ensure participants are not relying
on absolute pitch information to make judgements regard-
ing which chord is different between the two sequences.

The harmony progression discrimination test expands
our knowledge of harmony cognition by highlighting how
listeners are able to discern between chords within chord
sequences, allowing a glimpse into the perceptual processes
involved by showcasing quantifiable factors attributed to
correct responses on test questions. It highlights spectral
pitch-class distance, transitional probability statistics, and
voice-leading distance all playing a role in the recognition
and comparison of chord sequences as well as for the detec-
tion of chords that are unusual in a given style (Western
popular music in this case). In addition, the results also
highlight specific implications for music perception and
potentially for music production and composition. For
styles of music that are composed with repeated chord pro-
gressions (e.g., pop music), the results provide an indication
of the kinds of manipulations that are going to be most
salient to the listener, and this knowledge can be used pro-
ductively by composers.

Furthermore, the results of the study reveal individual
differences in chord discrimination ability correlated to self-
reported music training, perceptual abilities, and general
sophistication subscales from the Gold-MSI, indicating
that implicit and explicit musical knowledge enhance this
discrimination ability. This highlights the importance of
ear training and general listening for musicians who wish
to have more accurate and likely faster interpretations of
harmonic sequences. The HPT may be a useful tool for stu-
dents in music programs to hone ear training skills and
understand the importance of the above factors in listener/
audience perception, allowing expanded insight into com-
positional and improvisational possibilities. Data from the
HPT can also be used as a participant-level predictor for
future models looking further into harmony perception,
while expanded iterations of the test can be modified to
investigate additional research questions. Finally, the HPT
highlights how chord sequence perception is related to
other aspects of music cognition as evidenced by correla-
tions to other tests of pitch perception and working
memory.
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Note
1. Note that the model that excluded target chord consonance and

also voice leading distance had a slightly better BIC (delta
BIC = 3) but was significantly worse on the likelihood ratio
test (p= .015)
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