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Abstract

The rise of location-based services has led to the widespread adoption of location-
based social networks (LBSNs), which play a vital role in making recommendations
for the next Point-of-Interest (POI). This paper introduces a modified node2Vec and
attention-based fusion framework for the next POI recommendation. We start by pre-
processing the raw data to gather the relevant information and present a modified
node2vec algorithm to generate the feature vectors for users and locations. These fea-
ture vectors are then processed using the attention-based framework. The processed
features are then used to create well-labeled and balanced datasets which are grouped
by specific time intervals. These datasets are then used for training various ML clas-
sifiers which are ensembled in a weighted manner to make an improved fusion based
recommendation system.The intensive experimental simulations demonstrate the ef-
fectiveness of the proposed framework over existing state-of-art methods.

Keywords: Attention-based framework, Ensemble learning, Information Fusion, Next
Point-Of-Interest recommendation system, Location-based Social Networks (LSBNs),
Modified node2vec embedding

1. Introduction

. Nowadays, various location-based online social network services like Foursquare,
Gowalla, Facebook check-ins, Twitter check-ins, Yelp, etc, have become very popular.
Such locations based services help users to share their movements, locations, their
views about those locations, etc. Such services have also enhanced the study and anal-5

ysis of location-based social network (LBSNs) applications [1]. The LBSNs application-
based data has also increased the attention of both academics as well as industries to-
ward the next Point-Of-Interest (POI) based recommendation systems. The next POI-
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based recommendation system is one of the prominent research topics finding a lot of
business value. Formally, the next POI recommendation system refers to suggesting10

several locations to users which they can visit next based on their and other users’ pre-
vious preferences and choices [2, 3]. It helps in improving the user experience and con-
venience. Most of the traditional work done in the field of next POI recommendation
uses conventional classification techniques like Markov chain-based stochastic models
[4], Matrix Factorization based methods [5], etc. They use explicit feature engineering15

techniques to extract relevant information from the data. Various contemporary works
have also focused on using techniques like Transitive dissimilarity [6], Collaborative
filtering [7], Support vector machines [2], Gaussian Modeling [8], etc. Even though
the above-mentioned machine learning-based classical approaches gave good perfor-
mances, they still require explicit feature engineering. However, feature engineering20

isn’t a trivial task, and it requires huge domain expertise and knowledge. Moreover, it
is a tedious process to examine the relevancy and co-relationship among the features.
This difficulty in feature engineering has led to the adoption of deep learning-based
approaches as they do not require explicit feature engineering and obtain better re-
sults.25

Over the years, various deep learning techniques have proved their classification
prowess for various problem statements like image classification, text classification,
etc. [9]. Moreover, deep learning techniques are also helpful in appropriately mod-
eling the complex multi-dimensional relationships between structured and unstruc-
tured data. Recent years have seen an increase in the application of deep learning-30

based techniques for the next POI recommendation. Xu et al. [10] and Chen et al. [3]
proposed CNN-based techniques for the next POI recommendations. Recent works
have also included recurrent neural network-based techniques like gated recurrent
unit (GRU) [11, 12], long short-term memory (LSTM) [13, 14], and vanilla recurrent
neural network [15, 16].35

The accuracy of the next POI recommendation depends on how accurately the
model can represent the interaction between the user and the location. However, most
of the existing works in this field have used classical machine learning and deep learn-
ing techniques without considering the user-location interaction properly. This can
lead to suboptimal performance of the model. Therefore, it is important to explore40

ways to better model this interaction. Another issue with the existing literature on
the next POI recommendation is the lack of attention to the use of node embeddings
for generating feature vectors. Node embeddings are useful for inferring the topologi-
cal and structural details in the user-location relationship, which can provide valuable
information for improving the accuracy of the recommendation. By leveraging node45

embeddings, the model can capture the implicit relationships between the user and the
location, which may not be apparent in the raw data. Moreover, it is important to note
that machine learning and deep learning models are not always stable throughout and
give varying performances based on the datasets and problem statements. This vari-
ability in the model’s performance can be attributed to the complex nature of the data,50

which may have high dimensionality, sparsity, and noise. Therefore, it is important
to experiment with different models and hyperparameters and validate the model’s
performance on different datasets to ensure robustness and generalizability.
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In this work, we propose a Modified node2vec and Attention-based fusion frame-
work for next Point-of-Interest recommendation. The initial step involves preprocess-55

ing the raw data, extracting only the relevant details like user id, location id, and
check-in times and discarding any irrelevant information. This helps in increasing
the relevancy of the data to the problem statement. Further, we group together the
data into time intervals of weeks based on their check-in times. This helps maintain an
achievable computational while giving necessary details about the check-ins. The user-60

location interaction is also modeled using a user-location bipartite graph so that their
topological and structural features can also be extracted. Then we present a modified
node2vec algorithm for generating the feature vectors for the users and locations in the
graph. This helps in optimally exploring the local as well as the global substructure of
the graph while also analyzing the user-location, user-user, and location-location as-65

sociativity. The extracted features are then processed further using an attention com-
ponent to incorporate the effect of the neighbors on the feature vectors by assigning
a suitable degree of importance to each of the neighbors. Datasets are then gener-
ated with the processed feature vectors and the labels representing the existence or
non-existence of the edges amongst the users and locations in the graph. The dataset70

is divided into training and testing datasets. The proposed framework is iteratively
trained on the training datasets to incorporate the evolving preferences of users and
the popularity of locations over time. We train several machine learning and deep
learning-based classifiers on the training datasets. Each classifier captures different
details from the data and performs differently based on the dataset under considera-75

tion. Hence, we ensemble the performance of each of the classifiers using a weighted
manner to assign suitable importance to the classifier based on their performance for
that particular dataset during the training period. This makes our framework dataset
agnostic and gives improved performance. We carry out intensive experiments on
several real-life next POI-based datasets and compute various standard performance80

metrics. We also compare the performance of our framework with several machine
learning and deep learning-based baseline algorithms and various contemporary next
POI-based recommendation systems. The obtained results highlight the performance
efficacy of our framework as compared to other techniques for recommending the next
points of interest to the users. The major contributions of this work are as follows.85

(i) We propose an improved fusion-based framework for the next Point-of-Interest rec-
ommendation using a modified node2vec embedding and attention-based compo-
nent.

(ii) We introduce a modified node2vec algorithm for feature generation, which helps in
appropriately inculcating the topological and structural details of the user-location90

graph in the feature vectors.

(iii) An attention framework is used to process the generated features, which help in ac-
cumulating the effect of the neighbors on the features of the target nodes based on a
suitable degree of importance.

(iv) We ensemble various deep learning and machine learning classifiers in a weighted95
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manner to pool together their performance based on the details captured by each of
them individually and obtain improved results

(v) The intensive experiments conducted on various real-life datasets reveal the exem-
plary performance of the proposed framework against various baseline and contem-
porary next POI recommendation techniques.100

The rest of the paper is organized as follows. Some of the previously done work
towards the next POI recommendation system is done in Section 2. The details of our
proposed work, datasets and evaluation metrics is described in Section 3. The obtained
experimental results are discussed in Section 4. Finally, the concluding remarks are
mentioned in Section 5.105

2. Related Work

In this section, we discuss some of the previously done work in the field of the
next POI recommendation systems. Extensive work has been done by researchers on
this topic, ranging from Markov Chain models, and collaborative filtering to machine
learning and deep learning-based approaches. A heuristic-based approach to generate110

travel routes and recommend travel packages was proposed by Yu et al. [17]. They
combined the historical preferences of the users along with the spatiotemporal de-
tails of the data and fed it to a collaborative filtering approach. The heuristic-based
approach used by Yu et al. combines historical user preferences and spatiotemporal
details to generate travel routes and recommend travel packages. However, the effec-115

tiveness of the approach heavily depends on the design and selection of heuristics. The
reliance on heuristics may result in suboptimal recommendations in scenarios where
the heuristics do not accurately capture user preferences or fail to consider important
contextual factors. Zheng et al. [18] used collective matrix factorization to extract the
next POIs and corresponding trajectories by utilizing the user-location activity and120

location attributes. While collective matrix factorization is used by Zheng et al. to ex-
tract the next POIs and corresponding trajectories based on user-location activity and
location attributes, the performance of this approach can be influenced by the assump-
tions made in the factorization process. Inaccurate or incomplete user-location activity
or location attribute data may lead to suboptimal factorization results and affect the125

accuracy of the recommended next POIs. Several works have also been done to ex-
plore Markov chain models. For example, Chen et al. [19] used topic modeling along
with the classical Markov chain model to improve the performance and to generate
an interest-aware next POI recommendation system while extracting users’ interests.
Chen et al. combine topic modeling with a classical Markov chain model to improve130

the performance of next POI recommendations and extract users’ interests.
However, the limitations of this approach lie in the assumptions and limitations

of both topic modeling and Markov chain modeling. The accuracy and effectiveness
of the approach heavily depend on the quality of the topic modeling results and the
assumptions made in the Markov chain model, which may not fully capture the com-135

plexity and dynamics of users’ interests and their transitions between POIs. Some
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notable deep learning-based models for the next POI recommendation systems have
been introduced. Spatial-Temporal Recurrent Neural Networks (ST-RNN) were pro-
posed by Liu et al. [15]. It captures the spatiotemporal details of the data with the
help of a Recurrent Neural Network. It captures the geographical influence and the140

temporal cyclic effect using a distance and time-based transition matrix, respectively.
They train the transition matrix using linear interpolation. While ST-RNN captures
spatiotemporal details using a Recurrent Neural Network (RNN), its performance may
be affected by the assumptions made in constructing the distance and time-based tran-
sition matrix. The linear interpolation used for training the transition matrix may145

not fully capture the complex dynamics of geographical influence and temporal cyclic
effects, potentially limiting the accuracy of next POI recommendations. The "Flash-
back" model was proposed by Yang et al. [20], which uses a vanilla RNN. They use
the spatiotemporal contexts along with the hidden RNN states to utilize the sparse
user mobility data. They also consider user embeddings for modeling the user choices150

and capturing the spatiotemporal effects by taking the weighted average of historical
states. The Flashback model utilizes a vanilla RNN and spatiotemporal contexts to
handle sparse user mobility data. However, the model’s effectiveness heavily relies on
the availability and quality of the spatiotemporal context. In scenarios with limited or
noisy context information, the model may face challenges in accurately capturing user155

preferences and spatiotemporal effects. A Hierarchical Spatial-Temporal Long-Short
Term Memory (HST-LSTM) was proposed by Kong et al. [21], which encodes the peri-
odicity of user’s trajectories using hierarchical modeling. They improve the next POI
recommendation capability of their approach by using an encoder and decoder-type
architecture to capture a user’s past trajectories and preferences. While HST-LSTM160

incorporates hierarchical modeling to encode the periodicity of user trajectories, its
performance may be affected by the assumptions made in the encoder-decoder archi-
tecture. The model’s capability to capture a user’s past trajectories and preferences
may be limited by the choice of encoding and decoding mechanisms, potentially re-
sulting in suboptimal next POI recommendations. The temporal and Multi-level Con-165

text Attention (TMCA) model was proposed by Li et al. [14]. They use contextual
attention to capture the contextual factors and temporal attention to model tempo-
ral factors. They also use an LSTM-based encoder-decoder architecture and unify the
heterogeneous factors using contextual embeddings.

The TMCA model uses contextual attention and an LSTM-based encoder-decoder170

architecture to capture contextual and temporal factors. However, the model’s per-
formance may be influenced by the complexity and diversity of the contextual factors
present in the dataset. The effectiveness of the contextual embeddings and their inte-
gration with the LSTM-based architecture may vary depending on the specific dataset
and recommendation scenario. Geographical-Temporal Awareness Hierarchical At-175

tention Network (GT-HAN) model was proposed by Liu et al. [22, 23]. They initially
proposed GT-HAN [22], which they later improved as GT-HAN [23]. GT-HAN uses
the influence of locations, susceptibility of locations, and the spacing amongst the loca-
tions to analyze the variation in the geographical co-influence. It uses a spatiotemporal
and contextual attention layer. It helps in capturing the geographical co-influence de-180

tails along with the semantic factors. It explores the spatiotemporal details using the
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BiLSTM model and using the contextual attention network for modeling the changing
user choices. GT-HAN explores geographical co-influence, semantic factors, and spa-
tiotemporal details using a hierarchical attention network. However, the model’s per-
formance may be impacted by the availability and quality of data related to the influ-185

ence, susceptibility, and spacing among locations. Inaccuracies or limitations in these
factors may affect the model’s ability to capture the complex dynamics of geographical
co-influence and make accurate next POI recommendations. Liu et al. [24] presented
a t-LocPred, a time-aware Location Prediction model. It extracts the correlation be-
tween the POIs and the time periods using the ConvAoI layer, which is a combination190

of the CNN layer and the ConvLSTM layer. The CNN layer is used for short-term
modeling existing within a day while the ConvLSTM layer is used for the long-term
modelling existing within the week. The memattLSTM captures the long-term spa-
tiotemporal correlations using an augmented LSTM model and attention mechanism
which are space and time aware, respectively. The memattLSTM filters all the POIs195

that a user is likely to visit. While t-LocPred considers time-aware modeling using the
ConvAoI layer and memattLSTM, the model’s performance may be influenced by the
assumptions made in the CNN and ConvLSTM layers. The accuracy of the short-term
and long-term modeling may depend on the underlying patterns and dynamics within
the dataset. In scenarios with atypical or non-repetitive temporal patterns, the model’s200

performance may be limited.
STGN (Spatio-Temporal Gated Network) model was presented by Zhao et al. [25].

It implements a modification to the classical LSTM model by adding two gates to cap-
ture short-term choices and two gates for modelling the long-term choices. It also
modifies the cell state and there are two types of cell states for short term and long205

term choices. The authors also present an improved model of the STGN called the
Spatio-Temporal Coupled Gated Network (STCGN) model. It has lesser number of pa-
rameters which helps in reducing the training time while improving the performance.
The STGN model introduces modifications to the LSTM model to capture short-term
and long-term choices. However, it may face challenges in effectively capturing the210

complexities of spatiotemporal dependencies and user preferences in next POI recom-
mendation scenarios. The model’s performance may be influenced by the quality and
granularity of the input data and the chosen gating mechanisms. Feng et al. [11] pro-
posed the DeepMove model. Instead of next POI recommendation it predicts a similar
use case called human mobility. It extracts the spatiotemporal and user features using215

a multi-modal dense representation framework. The extracted features are passed to
a GRU unit to capture the spatiotemporal and user dependencies. The periodicity in
user trajectories are captured using an attention module. While the DeepMove model
focuses on human mobility prediction, its application to next POI recommendation
may have limitations. The model’s performance heavily relies on the availability of220

spatiotemporal and user features, which may not be easily obtainable or accurately
captured in all scenarios or datasets. The attention module’s effectiveness in capturing
periodicity may vary depending on the underlying patterns in user trajectories. The
Contextual Attention Recurrent Architecture (CARA) model was proposed by Man-
otumruksa et al. [26]. It uses a Gated Recurrent Unit along with two different types of225

gates, namely, the Contextual Attention Gate (CAG) to learn a user’s contextual tran-
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sitions on his choices and Time and Spatial-based Gate incorporate the details about
the temporal and spatial distancing amongst successive check-ins. The CARA model
utilizes a Gated Recurrent Unit (GRU) and different types of gates to capture contex-
tual transitions, temporal distancing, and spatial distancing. However, the model’s230

performance may be influenced by the granularity and resolution of the spatial and
temporal information available. The model may face challenges in effectively cap-
turing fine-grained contextual details and incorporating the diverse factors that can
impact user choices in next POI recommendations.

Recently, several hybrid models have been proposed for next POI recommenda-235

tions. The Geo-Temporal sequential embedding rank (Geo-Teaser) model was pro-
posed by Zhao et al. [27]. This model utilizes the target POI to generate the represen-
tations for the context POIs. An objective function is maximized to learn the temporal
POI embeddings by the model. The user preference on POIs is learned through the
Bayesian Personalized Ranking (BPR) which is used by the geographically hierarchi-240

cal pairwise preference ranking model. The temporal embedding architecture and
the pairwise ranking model are combined in a unified way by the core Geo-Teaser
model. The Geo-Teaser model focuses primarily on temporal POI embeddings and
pairwise ranking based on geographical hierarchy. It may not effectively capture the
diverse contextual factors and user preferences that can influence POI recommen-245

dations. Chang et al. [28] proposed a Content-Aware hierarchical POI Embedding
(CAPE) model based on Instagram data. The dataset contained check-in details for the
POIs as well as a textual description for them. The authors used a context layer and a
content layer for capturing the geographical co-influence and the textual descriptions,
respectively by passing them through an embedding model. The CAPE model relies250

on Instagram data, which may introduce biases in the recommendation process due to
the specific characteristics and user behavior of the Instagram platform. The model’s
performance and generalizability to other datasets or domains may be limited. Xi et
al. [29] proposed a Bi-directional Spatio-Temporal Dependence and users’ Dynamic
Preferences (Bi-STDDP) model. Bi-STDDP captures the local temporal dependencies255

in relationships, intricate global geographical co-influence, and the dynamic prefer-
ences of users. They also incorporate the embeddings for locations, embeddings for
users and also the temporal patterns and periodicities in their framework. Although
Bi-STDDP considers local temporal dependencies, global geographical co-influence,
and dynamic user preferences, it may face challenges in effectively capturing com-260

plex and evolving patterns in user behavior and preferences. The model’s scalability
and efficiency in handling large-scale datasets could be a potential limitation. Gao et
al. [30] proposed a spatiotemporal graph representation learning method named as
GraphTrip. They create a spatiotemporal graph (ST-Graph) by performing a location-
aware information fusion. They address the sparsity of periodic regularity using a265

dual-grained human mobility learning module. They improve the trip inference by
fusing the explicit information regarding the trip data as prior knowledge. GraphTrip
focuses on spatiotemporal graph representation learning and trip inference. However,
the model’s performance heavily relies on the availability and quality of the trip data.
Limited or noisy trip data can potentially impact the accuracy and reliability of the270

recommendations. Additionally, the incorporation of explicit trip information as prior
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knowledge may introduce biases or assumptions that could limit the model’s appli-
cability to diverse scenarios. Sáenz et al. [31] proposed a tourist inflow forecasting
model at a nationwide scale for Spain. They infer it as an edge prediction task. They
model tourist mobility as a graph by fusing heterogeneous tourism data obtained from275

various sources and infrastructure features. Then they use an ensemble of graph neu-
ral networks (GNNs) to make final predictions. While the proposed approach shows
promise, its effectiveness may be influenced by the availability and quality of the het-
erogeneous tourism data obtained from various sources. Inaccurate or incomplete data
can affect the model’s predictive capabilities. The scalability and computational com-280

plexity of the ensemble of Graph Neural Networks (GNNs) used in the model may also
pose challenges for real-time or large-scale deployment.

3. Proposed Work

This section illustrates our proposed framework for the next POI recommendation
system. We employ a modified node2vec embedding to generate the initial features,285

which are then further processed by the attention-based embeddings to capture better
the neighborhood information provided by the users and POIs. The generated embed-
dings are then passed through various machine learning and deep learning classifiers,
which are then ensembled together to improve performance. The proposed framework
is divided into six phases, namely, (i) Preprocessing Phase, (ii) Modified node2vec290

based feature generation, (iii) Attention-based feature processing, (iv) Dataset Cre-
ation, (v) Training the machine learning and deep learning classifiers, (vi) Ensembling
the classifiers and making recommendations. Fig. 1, shows the flowchart of our pro-
posed next POI recommendation system. The various phases of our proposed frame-
work are described below.295

3.1. Data Preprocessing
Most of the next POI based datasets exist in raw form and contain various infor-

mation like the GPS coordinates of the locations, attributes of the locations, attributes
of the users, etc. However, some of the datasets include only a subset of these infor-
mation and not all of them. This creates an inconsistency amongst the datasets. To300

overcome this and achieve uniformity across the datasets, we preprocess the raw data.
We only keep the user id, location id, and check-in times while removing all the other
attributes. After preprocessing, we obtain datasets having information about users
checking in to locations over various timestamps. However, processing the dataset
over each timestamp is computationally expensive and doesn’t provide information305

about the behavior of the users or the popularity of the locations. Hence, we group the
timestamps into various time intervals over weeks. This helps our framework capture
enough information about the users and locations while maintaining computational
feasibility. Thereby, we obtain uniform datasets separated in T time intervals. We de-
note the preprocessed dataset as D = (ui , li , ti)

N
i=1, where ui represents the user ID, li310

represents the location ID, and ti represents the timestamp at which the user checked
in to the location. In addition, we denote the set of unique users and locations in
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Ensemble Model
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Figure 1: The flowchart of proposed framework for next POI recommendation system.

the dataset as U and L, respectively. Finally, we denote the set of time intervals as
T = T1,T2, . . . ,TT , where Tt represents the t-th time interval over weeks.

3.2. Modified node2vec based Feature Generation315

The preprocessed datasets obtained in the previous phase contain no features defin-
ing the users or the locations. To obtain the feature set, we generate graph for each
interval of the datasets and then exploit the topological and structural details of the
formed graphs to generate the features for the users and locations. For this purpose,
we proposed a modification to the existing node2vec graph embedding [32]. This gen-320

erates the feature vectors for the nodes in the user-location graph by representing them
in a lower dimensional feature space of dimension d, where d is the length of the fea-
ture vector. This helps in capturing the details related to the places that a user has
visited along with the popularity of the various locations.

As part of our proposed modified node2vec feature generation process, we start325

by preprocessing the graph and generating the transition probabilities. The transition
probabilities are then used to stimulate the random walk which are then used to gener-
ate the feature vectors for the nodes in the user-location graph. The generated feature
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Figure 2: Flow diagram of our proposed modified node2vec feature vector generation algorithm.

vectors are further optimized using the Stochastic Gradient Descent (SGD). The ran-
dom walks are guided by two control parameters, namely, the return parameter (p)330

and the in-out parameter (q). The probability of a node being immediately revisited in
the random walk is controlled by the return parameter (p). While the random walk is
controlled to be more localised or globalised using the in-out parameter (q). Let there
be a random walk which covers the trajectory of going from node u to node v. Let the
random walk be going to the node w next. The transition probability for such a ran-335

dom walk can be calculated using the search bias, αpq(u,s) which is represented below
by Eq. 1.

αpq(u,w) =


1
p , duw = 0

1, duw = 1
1
q , duw = 2

(1)

Here, the shortest path between the nodes u and w is represented by duw. The short-
est distance duw can take value from {0,1,2}. The probability of choosing a node w as
the next step in the trajectory in the random walk is represented by the unnormalised340

transition probability. The search bias is then used to calculate the unnormalised tran-
sition probability using Eq. 2. In Eq. 2, the weight of the edge (v,w) is represented by
wtvw. The value of wtvw is 1 for the unweighted graphs.

πvw = αpq(u,w) ·wtvw (2)

The processed next POI based user-location graphs are unweighted and the weight
of the edges are 1. Hence, the factor wtvs isn’t relevant to this study. Thus, in the pro-345

posed modification to the classic node2vec, to calculate the unnormalised transition
probability, we use the total number of neighbors of the node w instead of using the
weight of the edge (u,w). This is denoted by N (w) and Eq. 2 modifies to 3.

πvw = αpq(u,w) ·N (w) (3)

Then we use the Eq. 4 to select the next node in the random walk. Here, the ith

node in the random walk is denoted by ci , η represents the total number of transition350
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probabilities and is the normalisation constant. Whereas the set of all edges is rep-
resented by E. The random walks generated thereby are used to train the Skip-gram
model of the word2vec and SGD (Stochastic Gradient Descent) technique is used to
improve the performance and the feature vectors for each node in the user-location
graph is generated. The length of the feature vectors is d, representing the d dimen-355

sional plane in which the nodes are represented. Hence, with the help of our proposed
modified node2vec technique, we obtain a feature matrix, Mn×d having dimensions
n×d, where n is the total number of nodes in the user-location graph. Fig. 2, shows the
flow diagram of our proposed modified node2Vec algorithm based feature generation
technique. The generated feature vectors are further processed and used in the next360

steps.

P (ci = w | ci−1 = v) =

πvw
η , (v,w) ∈ E

0, otherwise
(4)

v1

v3

v4

v5

v2

u

Assigning different attention
attributes to different neighbours and
aggregating their features to generate

new features

Figure 3: The proposed attention based feature processing technique

3.3. Attention based Feature Processing
The feature vectors generated in the previous step are further processed in this

step to better capture the neighborhood details. It also helps placing the similar nodes
closer while the dissimilar nodes farther away in the d dimensional feature space. This365
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highlights the associativity amongst the users and locations. For this purpose, we mod-
ify the works presented by Bahdanau et al. [33] and Veličković et al. [34], to employ an
attention based component to efficiently incorporate the neighborhood details in the
feature vectors. As part of our proposed modification, we use the modified node2vec
based feature vectors which had been generated in the previous step along with the at-370

tention component to obtain an edge based feature vector which efficiently represents
the linkage amongst the connecting nodes. The used attention component helps our
proposed technique to suitably assign varying degrees of importance to the individual
contributions made by the neighboring nodes of the target node. We start by gener-
ating a randomly initialised parametrised feature matrix P d×d . This is used to assign375

random weights to the various elements of the feature vector. Thereby, we obtain a
weighted feature matrix S as per Eq. 5.

Sn×d = M · P T (5)

The generated weighted feature matrix (S) is then used to obtain a node connec-
tivity matrix S ′. The feature connectivity matrix is a 3 dimensional matrix containing
the feature connectivity vectors for each node pair u and v. More formally, if an edge380

exists between the nodes u and v then their feature connectivity vector (S ′uv) is formed
by concatenating the weighted feature vectors Su and Sv . However, if there is no edge
between the nodes u and v then their feature connectivity vector (S ′uv) is represented
by Z, a zero populated 1 dimensional vector of length 2d. The dimension of the feature
connectivity matrix is n×n× d. The above process is represented in Eq. 6.385

S ′uv =

Su ⊕ Sv , edge exists between u and v

Z,edge doesn’t exist between u and v
(6)

We then perform the dot product of the feature connectivity matrix S ′ with an
attention matrix A, which has a dimensionality of 1 × 2d and is randomly initialised.
This helps in assigning the degree of importance to the neighbors of the target edge.
The above process generates an attention feature matrix λ which is shown in Eq. 7.

λ = S ′ ·AT (7)

The obtained attention feature matrix (λ) is used to generate an feature coefficient390

matrix, Λ as per Eq. 8. We then use softmax function to normalise this matrix and
obtain a normalised feature coefficient matrix, α. This is shown in Eq. 9 Here, Γ (i)
represents the set of the neighbors of the node i.

Λ = LeakyReLU (λ) (8)

αuv =

 eΛuv∑
k∈Γ (u) e

Λuv
,Λuv , 0

0,Λuv = 0
(9)

Finally, we use neighborhood aggregation to generate the processed feature vectors
F for every user and location in the user-location graph. This helps in neighborhood395
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structure and connectivity in the processed feature vector of the target node by assign-
ing a suitable degree of importance to the nodes in its neighborhood. This is shown in
Eq. 10.

Fu = σ

 ∑
k∈Γ (u)

αuvSv

 (10)

The attention based processed feature vectors vividly characterise a user or a lo-
cation based on the locations that a user has visited or the users that have visited a400

location, respectively. This helps in recommending places to users based on the simi-
larities amongst the users as well as the similarities amongst the locations. In simpler
terms, it helps our model in extracting the user-user and location-location similarity
more efficiently. Fig. 3, shows the mechanism of our proposed attention based feature
processing technique.405

3.4. Formulation of Dataset
This phase illustrates the process of dataset creation for our proposed framework.

We split our processed dataset into training and testing datasets to train our framework
and then evaluate its recommendation capabilities on the testing dataset. Following
the notion that a recommendation system uses the historical information about the410

users and the location to make the future recommendations, we reserve the initial T ′

time intervals for training while the later intervals are used for testing. More formally,
the training dataset comprises of 0−T ′ time intervals while the testing dataset consists
of T ′−T time intervals. Let Dt be the dataset for the tth time interval. The attributes for
the dataset Dt are the processed feature vectors of the users and locations as calculated415

in the previous phase. While the existence or non-existence of the edges amongst the
users and locations for the t + 1th time interval act as the labels for the dataset. If an
edge exists then the value of the label is 1 else it is 0 for non-existent edge as per Eq. 11.
Here, Et is the set of edges for the user-location graph in the tth time interval. To under-
stand the evolving associativity and dissociativity amongst the users and locations, we420

iteratively train our model over the time intervals belonging to the training dataset. A
testing dataset D ′t is also generated for the tth time interval as per the above discussion.
Hence, we obtain training datasets Dt, t ∈ [0,T ′) and testing datasets D ′t , t ∈ [T ′,T ). The
mathematical definitions of the training and testing datasets is given in Eq. 12 and Eq.
13, respectively. Here, ⊕ refers to the concatenation of the vectors.425

label(u,v) =

1, (u,v) ∈ Et

0, (u,v) < Et
(11)

Dt = {Fu ⊕Fv ⊕ label(u,v)}, (u,v) ∈ Et and t ∈ [0,T ′) (12)

D ′t = {Fu ⊕Fv ⊕ label(u,v)}, (u,v) ∈ Et and t ∈ [T ′,T ) (13)
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3.5. Training the Machine Learning & Deep learning Classifiers
After successful creation of well-labelled and well-balanced datasets in the pre-

vious step, now we move onto training several machine learning and deep learning
based classifiers. For this study, we use XGBoost, Random Forest, and deep neural
network. The choices for these classifiers have been made so that we can utilize the430

qualities of an ensemble based classifier, a boosting algorithm and an artificial neural
network. Once these models are trained on the training datasets (Dt) then we use the
trained models to make recommendations on the testing datasets (D ′t). The results ob-
tained by each of these classifiers are then ensembled together in a weighted manner
to achieve improved performance. The parametric details adopted while training the435

classifiers are given below.

1. XGBoost classifier: XGBoost is an algorithm which implements the gradient boosted
decision trees. XGBoost adopts a sequential method to generate decision trees by
laying emphasis on the weights assigned to the variables. All independent variables
are assigned random weights and fed to decision trees for predicting the target values.440

The weights assigned to the under-performing variables is increased and they are
again fed into decision. This helps in optimizing the weak learners to give a more
efficient and effective performance. For training the XGBoost classifier, we use 200
estimators, a maximum depth per tree as one. Decision tree based classifier is used as
the weak classifier. The trained XGBoost classifier can be represented by Eq. 14.445

XGB = XGBoostClassif ier(Dt) (14)

2. Random Forest classifier: Random Forest is a technique of training multiple decision
tree classifiers in parallel to reduce the individual variance of each decision tree and
then use majority voting to obtain the optimal performance. Since, XGBoost classi-
fier and Random Forest classifier use different methodology for training the decision
trees, so they complement each other and generate improved and generalised results.450

We use 100 estimators and six as the maximum depth per tree for the Random Forest
classifier. Gini is used as the splitting criterion. The trained Random Forest classifier
can be represented by Eq. 15.

RF = RandomForestClassif ier(Dt) (15)

3. Deep Neural Network: Most of the real-life datasets and interactions exhibit complex
relationships and a deep neural network performs very well in learning such complex455

relationships and dependencies. It contains an input layer, several hidden layers, and
an output layer. Each layer consists of a group of several neurons. The output of a
neuron Hi can be represented by Eq. 16. Here, the activation funstion is represented
by σ , the number of neurons in the previous layer are represented by N , the weights
are represented by Wij while the input to the current layer is represented by xj . We460

train the deep neural network for 100 epochs having 64 as the batch size. We use
Sof tmax as the activation function. Binarycross− entropy is used as the loss function
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while the optimizer is chosen to be Adam. The trained Deep Neural Network classifier
can be represented by Eq. 17.

Hi = σ (
N∑
j=1

Wijxj) (16)

DNN = DeepNeuralNetworkClassif ier(Dt) (17)

f1 f2 fn

Tree 1 Tree 2 Tree n Tree 1 Tree 2 Tree n

Final Classification

Random ForestXGBoost
Random Forest

Input graph
with feature

vectors

Final
Classification

Weighted
Ensembling

Figure 4: The weighted ensembling framework for combining the various machine learning and deep
learning classifiers.

3.6. Fusion of Classifiers and Making Recommendations465

Once all the machine learning and deep learning classifiers are trained, we use the
trained classifiers to make recommendations and then ensemble the results obtained
by them to generate a fusion framework based recommendation. The results are en-
sembled in a weighted manner by assigning weights to each classifier based on their
performance on the last time interval of the training phase, i.e., T ′ − 1. Let CL be a470

generic classifier and ω_CL represent the weight assigned to the classifier. Then Eq.
18 represents the equation to evaluate the weight. Fig. 4, shows the weighted en-
sembling framework for combining the various machine learning and deep learning
classifiers.

ω_CL =
Σ
k=len(DT ′−1)
k=1

⌊
CL(DT ′−1[k]\L[k])+L[k]

2

⌋
Σ
k=len(DT ′−1)
k=1 C(DT ′−1[k]−L[k])

(18)
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The above described weight function ωCL assigns suitable importance to each clas-475

sifier based on their recommendation accuracy during the training phase. The clas-
sifiers having better accuracy are more profoundly represented in making the final
recommendations to obtain an improved performance. We don’t average out the re-
sults obtained by all the classifiers as some classifiers perform very poorly over some
problem statements or datasets, so taking their generalised average might diminish the480

performance instead of improving it. However, based on the Eq. 18, assigning a higher
weight to the better performing classifiers might increase the performance. While tak-
ing into consideration the results obtained by the poor performers, we reduce bias
and obtain a generalised result. Here, length of the dataset DT ′−1 is represented by
len(DT ′−1), while the label for the kth entry in the dataset is represented by L[k]. The485

recommendations made by the classifier CL without considering the labels attribute
is represented by CL(DT ′−1[k] \ L[k]). Let τ represent the dataset without the label at-
tribute. So the recommendations made by all the classifiers can be ensembled as per
Eq. 19. While the final recommendations for the kth data point (τ[k]) are made as per
Eq. 20. The recommendations made thereby are used to evaluate and compare the490

performance of the proposed framework.

Υ [k] =
XGB(τ[k]) ∗ω_XGB+RF(τ[k]) ∗ω_RF +DNN (τ[k]) ∗ω_DNN

ω_XGB+ω_RF +ω_DNN
(19)

Recommendation[k] =

1, Υ [k] ≥ 0.5
0, Υ [k] < 0.5

(20)

We introduce the diversity and serendipity properties to our model by incorporat-
ing the exploration and exploitation techniques in our framework in the form of the
in-out parameters of our modified node2vec algorithm. It helps our framework in fo-
cusing on both local exploitation as well as global exploration. Moreover, a good mix495

of datasets from across the globe like NYC, Tokyo, etc. helps our model in being more
generalized and achieving better performance across the datasets. The appropriate use
of the attention framework also helps our model in assigning suitable importance to
the neighboring users and locations to model the users’ preferences.

3.7. Datasets and Evaluation Metrics500

In this section, we illustrate the details of the various datasets and evaluation met-
rics used by us for running simulations and estimating the performance of our pro-
posed Modified node2vec and Attention based Ensemble Framework for Next POI
Recommendation. We use various real-life datasets along with several standard per-
formance metrics which have been used extensively in the recent literature.505

3.7.1. Datasets
In this section, we describe the various datasets used by us for our study. We use

six real-life next POI recommendation based datasets. The datasets belong to different
domains like restaurant check-ins, travel check-ins, etc. The datasets also have varying
topologies, dimensions, sizes, etc. The description of the datasets are as follows.510
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1. Gowalla [35]: Gowalla (https://go.gowalla.com/) is a Point-Of-Interest based so-
cial networking website wherein users interact by sharing their check-in locations. It
is collected over a period ranging from Feb. 2009 - Oct. 2010. It represents an undi-
rected interaction network consisting of 53008 users, 121944 locations, and 3302414
check-ins.515

2. NYCRestaurant [36]: The NYCRestaurant dataset is collected from Foursquare (https:
//foursquare.com/) website. It represents the check-ins made by the users across
restaurants in New York City. The dataset is composed over a period ranging from
24 October 2011 to 20 February 2012. It includes 3112 users, 3298 restaurants, and
27149 check-ins.520

3. NYC [37]: It is also a dataset collected from the Foursquare (https://foursquare.
com/) website. It contains information about the places checked-in by users across
the New York City. It is collected over a period ranging from from 12 April 2012 to
16 February 2013. It contains 1064 users, 5136 locations, and 147939 check-ins.

4. TKY [37]: This is also a dataset collected from the Foursquare (https://foursquare.525

com/) website. It contains information about the places checked-in by users across the
Tokyo City. It has 2245 users, 7872 locations, and 447571 check-ins.

5. Brightkite [38]: Brighkite (http://www.brightkite.com/) is also a next POI based
social network wherein users interact by sharing their check-in locations over the
platform. The data is collected over a period ranging from Apr. 2008 - Oct. 2010.530

The dataset has 11142 users, 4369 locations, and 100069 check-ins.

6. Yelp [39]: Yelp (https://www.yelp.com/) is a social networking site wherein users
share their reviews, opinions and experiences over various locations that they have
checked in. It has 30887 users, 18995 locations and 860888 check-ins.

3.7.2. Evaluation Metrics535

In this section, we describe the various evaluation metrics used by us for estimat-
ing the performance of our proposed Modified node2vec and Attention based Ensem-
ble Framework for Next POI Recommendation. We use several standard performance
metrics which have been extensively used by researchers in the recent literature. We
use Area Under the Receiver Operating Characteristic Curve (AUC), Precision, Recall,540

Mean Reciprocal Rank (MRR), and F1 Score. The description of the performance met-
rics are as follows.

1. AUC:
It is a very popular performance metrics for recommender system and is as important
as accuracy is for classification tasks. It stands for the Area Under the Receiver Oper-545

ating Characteristic Curve (AUC). For a binary classifier, it is used to understand the
diagnostic capability. Its range varies from 0.0 to 1.0. The higher the AUC value, the
higher the algorithmic accuracy is achieved. Here, N is the number of independent
comparisons, N ′ is the number of missing links having a higher score while N ′′ is the
number missing and nonexistent links having the same score.550
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AUC =
N ′ + 0.5N ′′

N
(21)

2. Precision:
Precision is anther important metrics that is used for recommendation tasks. The
precision values for a next POI recommendation system refers to the measure of the
POIs recommended to the users which they actually visited. More formally, it refers
to the ratio of the number of positive classifications made by the classifier which were555

actually true to the total number of positive classifications made by the classifier.
Mathematically, it can be represented as Eq. 22

P recision =
T P

T P +FP
(22)

3. Recall:
Recall is also a very important metrics that is used for recommendation tasks. The
recall values for a next POI recommendation system refers to the measure of the num-560

ber of POIs recommended to the user from the total number of POIs visited by them.
More formally, it refers to the ratio of the number of positive classifications made by
the classifier that actually came up to be true. Mathematically, it can be represented
as Eq. 23.

Recall =
T P

T P +FN
(23)

Here, T P represents True Positive or the existent links that were predicted as cor-565

rectly. FP is False Positive, representing the non-existent links that were predicted as
existent. While FN is False Negative, showing the existent links which are predicted
as non-existent.

4. Mean Reciprocal Rank (MRR):
Mean Reciprocal Rank is another suitable metrics to estimate the recommendation570

capabilities of a recommender system. It has been extensively popular amongst the
tasks which have been used to generate a list of appropriate choices called recom-
mendations. The recommendations made are ranked as per their suitability to the
problem statement. Mathematically, MRR represents the average of the inverse of the
ranks of the answers. More formally, it can be defined by Eq. 24.575

MRR =
1
N

N∑
i=1

1
ranki

(24)

5. F1 Score:

F1 score is a metric that combines both precision and recall using their harmonic
mean to give more balanced information regarding the model’s performance. More
formally, it can be defined by the Eq. 25580
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F1 Score =
2× P recision×Recall
P recision+Recall

(25)

4. Experimental Results

In this section, we discuss and analyse the experimentations performed by us to in-
fer the performance of the proposed Modified node2vec and Attention based Ensemble
Framework for Next POI Recommendation. We have conducted extensive experiments
on several real-life datasets mentioned in Section 3.7.1. We have also evaluated vari-585

ous popular performance metrics mentioned in Section 3.7.2 to estimate the capabili-
ties of our proposed framework. As part of our study, we compare the performance of
our model with several baseline machine learning and deep learning algorithms like
Logistic Regression, Multinomial Naive Bayes, Decision Trees, Random Forest, XG-
Boost, and Deep Neural Network. We also compare the performance of our model590

with several contemporary next POI recommendation systems, namely, STRNN [40],
DeepMove [41], STGN [42], ARNN [43], LSTPM [44], TiSASRec [45], GeoSAN [46]. We
have chosen the training dataset to be 80% of the total dataset. This gives us sufficient
data for training while leaving enough testing dataset to obtain a good evaluation of
the model performance.595
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Figure 5: The effect of time interval on the AUC values obtained by our proposed framework on various
datasets.
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4.1. The Sensitivity to Time Interval
As discussed in Section 3.1, we group our dataset into sets of fixed time intervals.

This is done to enhance comprehensibility of the data by our model while maintaining
appropriate efficiency. In this section, we investigate the sensitivity of our proposed
model to varying time intervals and aim to determine the most appropriate time inter-600

val. We run experiments for four different time intervals, namely, Day, data is grouped
for each day, Week, data is grouped for each week, Two Weeks, data is grouped for two
weeks, and finally Month, data is grouped for every month. The obtained results for
various time intervals across all the datasets for our proposed framework are shown
in Fig. 5. From Fig. 5, we see that as the time interval increases the performance of605

our framework also increases. This can be attributed to the amount of data that our
framework is able to capture to model the user-preferences increases as the time in-
terval increases. However, for the time interval of one Month, the performance drops.
This could be due to the users evolving preferences over time or trying different things
which they might not have liked and shouldn’t be recommended. Moreover, with in-610

creasing time interval the model isn’t able to appropriately model the user choices as
the time advances. Hence, the performance deteriorates as the time interval increases.
Based on the above discussion, we have chosen the time interval for our model to be
Two Weeks, this gives us sufficient data to model the evolving user-preferences and
location-popularity.615

Table 1: The experimental results obtained by various baseline and contemporary techniques on the
Gowalla dataset as evaluated for different evaluation metrics.

Methods AUC Precision Recall MRR F1 Score
Logistic Regression 50.43 58.01 51.19 52.34 54.38

Multinomial Naive Bayes 51.34 60.32 50.89 56.45 55.20
Decision Trees 60.58 55.12 88.61 68.67 67.96
Random Forest 72.37 70.43 75.47 74.35 72.86

XGBoost 72.02 67.19 81.01 77.86 73.45
Deep Neural Network 77.77 79.6 73.91 75.56 76.64

STRNN 80.11 80.36 80.84 81.7 80.59
DeepMove 71.08 67.65 78.19 73.64 72.53

STGN 77.18 81.76 72.54 77.98 76.87
ARNN 77.0 79.52 72.14 76.77 75.65
LSTPM 70.12 69.3 74.1 72.72 71.61

TiSASRec 70.56 70.96 67.4 70.45 69.13
GeoSAN 76.76 76.31 76.78 77.91 76.54

Proposed Work 82.61 80.84 84.38 83.73 82.57

4.2. Gowalla Dataset
In this section, we discuss the results obtained for the Gowalla dataset. We eval-

uate the results over all the performance metrics and compare the performance with
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various baseline algorithms and contemporary techniques. The obtained results are
given in Tab. 1, from which we can see that our proposed framework outperforms620

the other techniques in terms of AUC and MRR. In terms of Precision it is second to
only STGN while for Recall it lags behind just Decision Trees. However, the difference
between them is very minute and the performance of our framework is still good for
precision as well as recall. This shows that our framework gives a good and stable per-
formance across the evaluation metrics. The second best performer is STRNN which is625

also stable to the evaluation metrics and generates acceptable results as compared to
others. Logistic regression and multinomial naive bayes are the worst performers with
relatively poorer results to other techniques.

Table 2: The experimental results obtained by various baseline and contemporary techniques on the
NYCRestaurant dataset as evaluated for different evaluation metrics.

Methods AUC Precision Recall MRR F1 Score
Logistic Regression 51.8 69.7 66.78 62.37 68.20

Multinomial Naive Bayes 52.85 51.32 66.67 58.81 57.99
Decision Trees 59.97 70.28 36.39 48.86 47.95
Random Forest 64.59 67.5 57.27 62.47 61.97

XGBoost 72.54 70.76 80.42 76.39 75.28
Deep Neural Network 68.04 59.25 88.78 72.91 71.07

STRNN 70.49 67.05 87.02 76.89 75.74
DeepMove 67.82 72.63 59.23 66.37 65.25

STGN 61.8 62.37 70.55 67.83 66.21
ARNN 66.7 68.04 64.76 68.12 66.36
LSTPM 69.03 71.78 67.83 71.34 69.75

TiSASRec 71.38 71.6 72.67 69.21 72.13
GeoSAN 66.91 62.23 86.89 75.39 72.52

Proposed Work 73.42 81.27 61.45 73.38 69.98

4.3. NYCRestaurant Dataset
Tab. 2 present the results obtained by various techniques for the NYCRestaurants630

over all the evaluation metrics. For the NYCRestaurant also, the Logistic regression
and the multinomial naive bayes models are the worst performers. However, XGBoost
comes out to be the second best performer. Amongst the contemporary algorithms,
TiSASRec is the best performer followed by STRNN. Our proposed framework comes
out to be the best performer in terms of AUC and precision. It also achieves better635

results than Random Forest, XGBoost, and Deep Neural Network. This shows that
our approach to ensemble them in a weighted manner based on their performance
during the training phase is optimal. The improved results obtained by our framework
can be attributed to the varying features captured by each of the candidate models
individually. The appropriate ensembling technique also helps in achieving better640

results.
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Table 3: The experimental results obtained by various baseline and contemporary techniques on the
NYC dataset as evaluated for different evaluation metrics.

Methods AUC Precision Recall MRR F1 Score
Logistic Regression 59.62 67.0 39.18 51.74 49.45

Multinomial Naive Bayes 63.3 67.06 52.9 62.02 59.14
Decision Trees 72.58 74.75 68.77 72.18 71.64
Random Forest 72.49 74.23 69.19 74.18 72.49

XGBoost 76.74 76.02 78.46 79.35 77.22
Deep Neural Network 77.91 76.24 81.59 80.64 78.82

STRNN 82.72 80.02 85.38 83.45 82.61
DeepMove 66.45 63.05 76.78 71.87 69.24

STGN 72.53 68.51 83.28 77.74 75.18
ARNN 71.91 71.18 73.47 74.85 72.3
LSTPM 75.33 71.83 80.79 82.05 76.05

TiSASRec 80.07 85.04 73.68 80.96 78.95
GeoSAN 84.36 85.06 82.76 84.47 83.89

Proposed Work 88.36 92.88 83.01 88.49 87.67

4.4. NYC Dataset
This section discusses the results obtained for the NYC dataset over all the evalua-

tion metrics by various techniques. The obtained results are presented in Tab. 3. The
results show that our method outperforms all the other baselines and contemporary645

techniques by a considerable margin except for recall. For recall, our framework is
right behind STRNN and STGN, in that order. For the baslines the best performance
is achieved by Deep Neural Network while the Logistic regression is the worst per-
former. For the contemporary next POI recommendation techniques, DeepMove per-
forms the worst while GeoSAN performs the best. However, our proposed framework650

gives the best and the most stable results across all the evaluation metrics. The bet-
ter results obtained by our framework can be attributed to the modified random walk
based node2vec algorithm employed by us to generate the feature vectors. It helps our
model to optimally capture the local and global structure of the user-location graph
to generate the feature vectors. It appropriately leverages the network structure and655

topology to give improved results.

4.5. TKY Dataset
In this section, we discuss the results obtained for the TKY dataset by various tech-

niques for the task of next POI recommendation. Tab. 4, tabulates the results obtained
by all the algorithms for all the evaluation metrics. The results show that our proposed660

framework outperforms all the other techniques by a huge gap, except for recall. For
recall, LSTPM is the best performer closely followed by XGBoost. The results obtained
by the various baselines and the contemporary techniques are in close agreement with
each other for the TKY dataset. The Logistic Regression, Multinomial Naive Bayes, and
XGBoost are the worst performers. The Random Forest and the GeoSAN are the best665
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Table 4: The experimental results obtained by various baseline and contemporary techniques on the
TKY dataset as evaluated for different evaluation metrics.

Methods AUC Precision Recall MRR F1 Score
Logistic Regression 60.45 75.14 31.9 45.34 44.78

Multinomial Naive Bayes 66.25 71.08 54.09 55.76 61.43
Decision Trees 74.13 81.96 61.76 71.63 70.44
Random Forest 76.11 82.95 66.36 74.71 73.73

XGBoost 66.69 62.24 86.23 73.89 72.3
Deep Neural Network 70.09 66.21 81.05 73.69 72.88

STRNN 74.79 72.37 82.03 78.19 76.9
DeepMove 75.26 74.53 78.32 77.47 76.38

STGN 76.42 75.45 78.5 79.76 76.95
ARNN 77.62 76.12 80.81 77.64 78.4
LSTPM 82.69 80.82 86.31 84.76 83.48

TiSASRec 79.71 85.69 71.33 78.26 77.85
GeoSAN 83.7 87.99 77.57 83.97 82.45

Proposed Work 89.23 93.23 84.85 89.92 88.84

performers in their respective categories. However, they fall short to the performance
of our model. The improved results obtained by our framework can be credited to the
attention based feature processing which helps in assigning a suitable degree of im-
portance to the contributions of the neighbors in the feature vectors of the target node.
It also helps in aggregating the impact made by the neighbors of a node towards the670

features of the nodes.

4.6. Brightkite Dataset
In this section, we discuss the results obtained by the various techniques for the

task of next POI recommendation for the Brightkite dataset. The results obtained are
present in Tab. 5. For the Brightkite dataset, Decision trees is the worst performer fol-675

lowed by Logistic regression and Multinomial naive bayes. The Deep Neural Network
is the best performer amongst the baseline algorithms. For the contemporary algo-
rithms, ARNN is the worst performer while TiSASRec is the best performer. From Tab.
5, we see that our proposed framework outperforms all the other techniques in terms
of AUC and MRR. For precision, it loses to Deep Neural Network and TiSASRec while680

for recall, it loses to DeepMove and STRNN, however the loss margin is very minute.
The improved performance of our proposed framework can be attributed to the iter-
ative learning employed by us during the training phase which helps our framework
to model the evolving preferences more efficiently and effectively. It also helps our
model to capture the changing choices of the users and the changing popularity of the685

locations. It also helps in inferring the user-location, user-user and location-location
relationship.
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Table 5: The experimental results obtained by various baseline and contemporary techniques on the
Brightkite dataset as evaluated for different evaluation metrics.

Methods AUC Precision Recall MRR F1 Score
Logistic Regression 59.69 68.33 33.88 47.24 45.3

Multinomial Naive Bayes 60.05 62.86 51.56 57.56 56.65
Decision Trees 58.33 51.08 64.55 58.65 57.03
Random Forest 64.48 72.22 49.62 60.83 58.82

XGBoost 64.4 71.6 46.77 57.44 56.58
Deep Neural Network 68.09 85.53 46.1 61.16 59.91

STRNN 75.45 72.26 86.15 77.89 78.6
DeepMove 81.41 78.52 85.48 82.54 81.85

STGN 80.15 80.47 80.47 79.14 80.47
ARNN 71.51 73.98 69.47 72.07 71.65
LSTPM 74.59 73.98 73.98 74.15 73.98

TiSASRec 83.32 82.79 82.79 83.40 82.79
GeoSAN 77.3 78.45 73.98 78.32 76.15

Proposed Work 84.5 82.05 84.21 85.73 83.12

4.7. Yelp Dataset
Tab. 6 presents the results obtained by the various techniques over all the evalu-

ation metrics for the Yelp Dataset. The results show that our proposed framework is690

the best performer as compared to other techniques in terms of AUC and MRR. For
precision, it loses to Decision trees and XGBoost while for recall it loses to STRNN and
DeepMove. It also shows that the Logistic regression and Multinomial Naive Bayes are
the worst performers amongst the baselines while LSTPM and ARNN are the worst per-
formers amongst the contemporary techniques. The best results are obtained by our695

framework, followed by STRNN and DeepMove. The optimal results achieved by our
framework can be attributed to the proper feature vector generation using our mod-
ified node2vec algorithm which helps it in accurately capturing the topological and
structural details of the user-location graph. The attention based feature processing
also helps our framework in aggregating the neighborhood information and estimate700

the contributions of the neighbors towards the features of the target node. The itera-
tive training of our framework also helps it in modelling the changing opinions of the
users regarding various locations. It also helps in uncovering the evolving associations
and dissociations amongst the users and locations. Lastly, the appropriate weighted
ensembling of the various machine learning and deep learning classifiers also helps705

our framework in achieving optimal results. The above discussion demonstrates the
efficacy and efficiency of our proposed framework as an optimal next Point-Of-Interest
recommendation system.

4.8. Confidence Interval Analysis
In Tab. 7, we present the statistical significance of the model performance based on710

the confidence interval on AUC values for all the datasets. The AUC value represents
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Table 6: The experimental results obtained by various baseline and contemporary techniques on the
Yelp dataset as evaluated for different evaluation metrics.

Methods AUC Precision Recall MRR F1 Score
Logistic Regression 56.29 64.15 27.42 40.58 38.42

Multinomial Naive Bayes 60.9 62.13 52.03 58.62 56.64
Decision Trees 65.36 84.75 38.17 53.69 52.63
Random Forest 68.96 74.23 57.6 65.53 64.86

XGBoost 71.83 83.13 54.76 67.89 66.03
Deep Neural Network 69.19 61.88 83.9 72.18 71.22

STRNN 77.28 72.15 89.76 82.91 80.0
DeepMove 76.7 66.88 90.35 77.72 76.87

STGN 74.69 69.93 85.6 78.67 76.98
ARNN 70.54 70.07 74.42 74.46 72.18
LSTPM 64.51 68.14 58.78 65.05 63.11

TiSASRec 76.48 77.39 72.95 76.45 75.11
GeoSAN 72.17 72.27 69.92 72.64 71.07

Proposed Work 81.58 79.58 86.92 84.21 83.09

the Area Under the Curve, which is a common evaluation metric for recommendation
systems. The confidence interval provides a range of values within which we can be
confident that the true AUC value lies. For instance, the 90% confidence interval for
the Gowalla dataset is [82.34, 82.88] while the 99% confidence interval for the same is715

[82.19, 83.03]. This shows that if we were to run our experiments again then we can say
with 90% confidence that our AUC values will lie in [82.34, 82.88] while with 99% that
our values will lie in [82.19, 83.03]. It is evident that the confidence interval is wider
for 99% as compared to 90%, thereby highlighting that as the confidence increases the
confidence interval widens. Looking at Tab. 7, it is observed that the obtained confi-720

Table 7: Statistical significance of the model performance based on the confidence interval on AUC
values for all the datasets.

Confidence Gowalla NYCRestaurant NYC
90% [82.34, 82.88] [72.12, 74.72] [86.75, 89.97]
95% [82.29, 82.93] [71.87, 74.97] [86.43, 90.29]
98% [82.23, 82.99] [71.57, 75.27] [86.07, 90.65]
99% [82.19, 83.03] [71.38, 75.46] [85.82, 90.9]

Confidence TKY Brightkite Yelp
90% [88.16, 90.3] [83.94, 85.06] [81.22, 81.94]
95% [87.95, 90.51] [83.83, 85.17] [81.15, 82.01]
98% [87.71, 90.75] [83.7, 85.3] [81.07, 82.09]
99% [87.54, 90.92] [83.62, 85.38] [81.01, 82.15]
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dence intervals are very close to the AUC values achieved by the proposed modified
node2vec and Attention-based fusion framework. This indicates that the performance
of our model is mathematically justified and demonstrates its superiority over other
algorithms.

5. Conclusion725

Over the years, next Point-Of-Interest recommendation system has attracted huge
attention from both the academics and industry, thereby becoming an important prob-
lem in the recommendation domain. It refers to the task of suggesting locations to
users to visit based on their and other user’s past preferences and visits. In this paper,
we proposed a Modified node2vec and Attention based Ensemble Framework for Next730

POI Recommendation. We start by preprocessing the raw data to extract all the rel-
evant information and group the dataset into fixed sized time intervals and generate
a user-location graph for each time interval. Then we go on to generating the feature
vectors for the nodes in the graph using the modified node2vec algorithm to suitably
capture its structure and topology. The generated features are then processed using735

an attention component to improve the features to appropriately represent the impact
of the neighbors of the target node on its features. Then we go onto creating well
labelled and well balanced datasets for training and testing. The training dataset is
used to iteratively train various machine learning and deep learning classifiers to cap-
ture the evolving preferences and popularity of the users and locations, respectively.740

The trained models are then ensembled in a weighted manner to generate improved
results as compared to the individual models. We performed extensive experiments
on the several real-life datasets and evaluated various popular performance metrics.
We compared the performance of our proposed framework with several baseline algo-
rithms and contemporary next POI recommendations techniques. The obtained results745

demonstrate that our proposed framework performs appropriately for the task of next
POI recommendation. In future studies, there is scope for integrating the social con-
nections and influence of the user’s network into the proposed work to improve the
recommendation process. Furthermore, the system could utilize real-time data from
diverse sources like social media, news feeds, and sensor networks to offer timely and750

current recommendations.
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