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Algorithmic Rating: the use of algorithms to generate, aggregate, display, and/or 
operationalize rankings, esteem measures, or scores, in order to evaluate online users, 
workers, citizens, brands, products or digital objects. Algorithmic ratings are used across 
numerous professional, business and security contexts: for example, in credit scoring 
algorithms that determine consumer interest rates (Langley 2014, Pasquale 2015, 22-41); 
algorithmic teacher evaluations used to try to optimize schools by cutting ‘underperforming’ 
teachers (O’Neil 2016); predictive policing algorithms that generate ‘Strategic Subject Lists’ 
of those deemed to be at the highest risk of gun violence (Saunders, Hunt and Hollywood 
2016); and border security software, which flags potentially ‘risky’ subjects (Amoore 2011). 
Such algorithmic ratings are often carried out in the name of efficiency. Yet, as many 
commentators have noted, they can also perpetuate errors and unfairness, increase inequality, 
and exacerbate racial bias – while all the while remaining unaccountable to public scrutiny or 
juridical oversight (Pasquale 2015, O’Neil 2016, Amoore 2011). 
 
In online platforms, algorithmic ratings influence what information users see in search 
results. For example, Google’s best-known search algorithm, PageRank, judges the 
importance of a webpage based on how many other pages link to it – and how important 
those pages, in turn, are. It then optimizes search results accordingly, with higher-ranked 
pages appearing first (Austin 2006). Some algorithmic rating systems are highly visible and 
interactive: for example, ‘like’ counters on social media, or star ratings on e-commerce sites. 
Other hidden, black-boxed rankings persist alongside these visible measures: for example, 
algorithms that evaluate the relative strength of social media ‘friendships’ to sort newsfeeds. 
A platform’s more- and less-visible rating systems might interact with one another in 
complex ways. For example, the Facebook ‘like’ button allows users to click their approval 
of a particular post (and implicitly, signal their esteem for the user who posted it). The 
software compiles the ‘likes,’ such that users can see the aggregated popularity of that post as 
a single number. This feature tends to increase user engagement with the platform, by meting 
out ‘dopamine hits’: neural reward pathways that produce a feeling of satisfaction, linked to 
receiving social approval (Parkin 2018, Harford 2019). At the same time, Facebook may use 
these ‘likes’ to help determine which friends to feature most prominently in a user’s 
newsfeed, to further maximize engagement. Facebook uses proprietary, machine learning 
algorithms, which are constantly, automatically updating and correcting themselves – and 
guarded as trade secrets. Thus, it is not possible to know exactly how newsfeeds are currently 
filtered. Nonetheless, analyzing a well-known, but now defunct, Facebook algorithm, 
EdgeRank (used until 2011), helps to illustrate the general point. EdgeRank analyses the 
relationships between digital ‘objects’ (users, videos, posts) and ‘edges’ (the relationships 
between them). It ranks the frequency of interactions between users, the type of those 
interactions (with a comment weighing more than a ‘like’), and builds in a time decay, so that 
more current interactions count for more (Bucher 2012). Arguably, the relative importance of 
the ‘like’ button data, too, has decayed over time – as Facebook’s algorithms have become 
more attuned to more minute user data, such as “percent completion” rates for videos on 
newsfeeds (Bapna and Park 2017).  
 



Online reputation systems, such as user rating interfaces on ‘sharing’ and e-commerce sites 
like Airbnb, allow users to contribute to one another’s ratings, ostensibly to build trust 
through reliable and stable seller or user scores. Equally, however, the sheer complexity of 
algorithmic rating methods across platforms – not to mention the complex interactions 
between users’ ratings and the algorithms that interpret and aggregate them – can produce 
significant uncertainty, instability, and contestability in the field of online reputations. For 
example, Twitter bots are frequently used to boost politicians’ apparent online popularity, or 
shift a political conversation (Caldarelli et al. 2020). Hostile actors can tactically tank others’ 
reputations, by posting libellous claims designed to feature prominently in search results. In 
one extreme case, a woman posted libel about hundreds of people on ‘complaint sites’ such 
as Ripoff Report from around 2015-2021, tarnishing the reputations of not only those she 
perceived to have been responsible for her career failures, but also their entire extended 
families (Hill 2021). The efficacy of her campaign was diminished when Google began 
deranking ‘complaint sites’ in their search results algorithms. However, this deranking had 
far more of an effect for those targets who already had many search results associated with 
their name (such as the New York Times writer who reported the story), than for those who 
had far fewer prior search results. Thus, the field of algorithmic rating must be seen as a 
complex one, with the instabilities of online ranking affecting different users very differently. 
Algorithmic ratings are rendered unstable not only by conflicted views of users’ worth, and 
huge societal emphasis on gaining social status; not only by the myriad tactics used to 
intervene in online reputations; but also by the sheer complexity of interactions between 
conscious acts of ranking and rating enabled by platform software, and their automated, 
algorithmic aggregation. 
  
 
 
References 
 
Amoore, Louise. 2011. “Data Derivatives: On the Emergence of a Security Risk Calculus of 
Our Times.” Theory, Culture & Society 28, no. 6: 24-43. 
 
Austin, David. 2006. “How Google Finds Your Needle in the Web’s Haystack.” American 
Mathematical Society, December 2006. http://www.ams.org/publicoutreach/feature-
column/fcarc-pagerank. 
 
Bapna, Abhishek and Seyoung Park. 2017. “Updating How We Account for Video 
Completion Rates.” Facebook, 26 June, 2017. https://about.fb.com/news/2017/01/news-feed-
fyi-updating-how-we-account-for-video-completion-rates/. 
 
Bucher, Taina. 2012. “The Friendship Assemblage: Investigating Programmed Sociality on 
Facebook.” Television & New Media 14, no. 6: 479-493. 
 
Caldarelli, Guido, Rocco De Nicola, Fabio Del Vigna, Marinella Petrocchi and Fabio 
Saracco. 2020. “The Role of Bot Squads in the Political Propaganda on Twitter.” 
Communications Physics 3, article number 81. https://www.nature.com/articles/s42005-020-
0340-4. 
 
Harford, Tim. 2019. “Should we Dislike the ‘Like’ Button? BBC News, 19 June, 2019. 
https://www.bbc.co.uk/news/business-48364817. 
 



Hill, Kashmir. 2021. “A Vast Web of Vengeance.” New York Times, 30 January, 2021. 
https://www.nytimes.com/2021/01/30/technology/change-my-google-results.html. 
 
Langely, Paul. 2014. “Equipping Entrepreneurs: Consuming Credit and Credit Scores.” 
Consumption Markets & Culture 17, no. 5: 448-467. 
https://doi.org/10.1080/10253866.2013.849592. 
 
O’Neil, Cathy. 2016. “Introduction.” In Weapons of Math Destruction: How Big Data 
Increases Inequality and Threatens Democracy. New York: Crown. Ebook. 
 
Parkin, Simon. 2018. “Has Dopamine Got Us Hooked on Tech?” The Guardian, 4 March, 
2018. https://www.theguardian.com/technology/2018/mar/04/has-dopamine-got-us-hooked-
on-tech-facebook-apps-addiction. 
 
Pasquale, Frank. 2015. Black Box Society: The Secret Algorithms that Control Money and 
Information. Cambridge, MA: Harvard University Press. 
 
Saunders, Jessica, Priscillia Hunt and John S. Hollywood. 2016. “Predictions Put into 
Practice: A Quasi-Experimental Evaluation of Chicago’s Predictive Policing Pilot.” Journal 
of Experimental Criminology 12: 347-371. 
 
 
 
Bio: 
 
Emily Rosamond is Lecturer in Visual Cultures at Goldsmiths, University of London, where 
she serves as Department Chair of Learning and Teaching. Her recent publications have 
appeared in Theory, Culture & Society, Journal of Cultural Economy, Journal of Aesthetics 
& Culture, among others; and she is an Associate Editor of the academic journal Finance and 
Society. Her forthcoming monograph, Reputation Warfare, explores volatility in online 
ranking and ratings.  
 


