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Abstract 

 

Uncertainty plays a core mechanistic role in computational psychiatric accounts of clinical 

disorders. This thesis tests the hypothesis that subclinical anxiety interferes with uncertainty 

processing and reward learning in unstable environments. In a series of four experiments 

using a combination of computational modelling and reward-based learning tasks with 

electrophysiological and neuromagnetic data, we detail the relationships between anxiety, 

decision making, and uncertainty (inverse, precision) estimates. Using EEG and a hierarchical 

Bayesian filtering model of behaviour, the first experiment shows how experiencing a 

temporary state of anxiety can bias uncertainty estimates essential for optimal belief updates 

in Bayesian theories of learning and impede overall reward learning performance. We also 

tracked the expression of belief update signals in trial-by-trial EEG amplitudes, revealing 

precision-weighted prediction errors (pwPE) about stimulus outcomes were represented in the 

control group only. In the second study, we investigated how the behavioural and modelling 

findings from the first experiment are associated with the oscillatory representations of pwPEs 

and predictions hypothesised in predictive coding and Bayesian inference frameworks. Using 

convolution modelling for EEG oscillatory responses, we reveal the influence of biased 

uncertainty estimates in state anxiety on the oscillations encoding predictions and pwPEs 

during reward learning. For the third study, we asked how motivation to reduce anxiety may 

improve reward-based learning, detailing null results due to unsuccessfully inducing a state of 

anxiety. Using MEG, the final experimental chapter examined the effects of high levels of trait 

anxiety on reward learning and the spectral signatures of predictions and pwPEs. We show 

how high trait anxiety amplifies volatility estimates and increases uncertainty, impairing reward 

learning and altering the oscillatory responses encoding pwPEs. Together, the results from 

this thesis suggest that subclinical anxiety impedes reward-based learning by biasing 

uncertainty estimates and altering the neural encoding of pwPEs and predictions considered 

essential for optimal belief updating.  
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Chapter 1: General Introduction 

1.1 Introduction 

 

Uncertainty is immanent in nature. To prevail, organisms develop optimally with their 

environments—finessing and capitalising on their place within it. The likelihood of survival and 

reproductive fitness is thus ultimately bound to the responses or decisions each organism 

makes. Simpler environments impose simpler demands upon their denizens. For some, it is 

irrelevant and surplus to requirements to learn how to make complex decisions optimally and 

flexibly. Brains are complicated organs; they evolved to process and solve sophisticated 

challenges from a unique panoply of intricate and changing environments. 1 As learning agents 

par excellence, humans have consequently expanded to outperform competitors in choosing 

actions, reaping the reward of prospering in most of the world’s environments. Remarkably, 

we achieve this using a three pound spongy organ consisting of ~1011 neurons, each with 

around ~103 synaptic connections consuming only ~20 watts of energy—equivalent to that of 

a regular light bulb (Dalgleish et al., 2020; Merolla et al., 2014; Tsien, 2015).  

 

This truly astonishing organ unlocks actions that are both adapted and adaptive to the 

challenges of each environmental system we operate in (Friston, 2013; Friston et al., 2014). 

To function effectively in complex dynamic systems, humans are thought to make predictions 

based on an internal model of their world, formed primarily through learned experience 

(Conant & Ross Ashby, 1970; O’Reilly, 2013). The most efficient model would perfectly 

reconstruct the mapping between sensory input and purposeful actions, affording rapid and 

reliable predictions about the world and the agents acting within it. To quote Norbert Reiner 

(1945, p. 320), “...the best material model for a cat is another, or preferably the same cat”. Our 

brains—examples of approximately efficient regulators that prevail across some time—are 

thought to be engaged in the process of constructing and refining a successful generative 

model; one that converges on a useful mapping between uncertain sensory input and 

purposeful actions. This thesis pertains to those processes used by the human brain when 

attempting to learn from and compute uncertainty in a dynamic environment. However, rather 

 

1 Although there are always exceptions. Surprisingly, a unicellular amoeboid slime mould organism 

Physarum polycephalum has demonstrated its ability, despite being brainless, to solve the multi-arm 

bandit problem (Reid et al., 2016). In that study, Physarum polycephalum compares multiple options 

and combines data on a reward to make adaptive decisions. 

 

https://paperpile.com/c/5nL6Ye/05x2i


than attempt to address the vast complexity of the brain and plunge into the depths of all 

human behaviour, the ambitions here are constrained to understanding human learning 

through the decisions we make, building on years of research where outcomes are used to 

elicit actions to either obtain a reward or avoid punishments (Thorndike, 1927). We define 

reward as an outcome that reinforces behaviour; or, as outcomes described by the healthy 

agent as pleasant or appetitive or hedonic (Moutoussis et al., 2015). In this thesis, we use 

computational models of learning behaviour (precise mathematical descriptions) to better 

understand behavioural data during reward learning in an uncertain environment. More 

specifically, we investigate how healthy individuals might suboptimally represent the current 

state of the environment by misestimating uncertainty about the probability of rewarded 

outcomes and their change over time (volatility uncertainty).  

 

Throughout, we draw upon theoretical and empirical efforts in psychology dating back to 

Helmholtz (1821-94) in understanding human learning and perception (Helmholtz, 1866). The 

important scion of Helmholtz in modern neuroscience is the notion that the brain seizes upon, 

refines, and embodies the causal arrangement of the world through the apparatus of statistical 

inference (Dayan et al., 1995; Hinton & Zemel, 1994). The work contained in this thesis 

subscribes to the now popular explanation for this process—how messages are encoded and 

passed in the brain—using a Bayesian predictive coding (PC) process (Aitchison & Lengyel, 

2017; Knill & Pouget, 2004; Mumford, 1992; Rao & Ballard, 1999; Srinivasan et al., 1982). 

Going further, here we examine the interaction between everyday experiences with anxiety 

and the efficient use of the computational toolkit of hierarchical Bayesian learning. In this way, 

we connect learning, decision-making, and affective states like anxiety, revealing at a 

computational level how these interactions can bias information processing and belief 

formation—as beliefs are essentially (potentially incorrect) representations of the world (Yon 

et al., 2019). 2 This thesis seeks to capitalise on the benefits of using a computational 

methodology to study brain and behaviour, leveraging understanding into the central 

difficulties that subserve behavioural change and mental well-being. The work included here 

is focused on providing insights into how human anxiety impacts decision making and 

behaviour change, using a combination of computational modelling and reward-based tasks 

with electrophysiological and neuromagnetic data. Our hope is that these new measures may 

also be applied to the study of formal psychiatric illnesses, such as anxiety and major 

depression, and subsequently inform treatment. 

 

 

2 Here and hereafter we mean beliefs in a technical Bayesian sense (viz. probability distributions 

encoded by neuronal activity/connectivity).  



We start with necessary definitions of the interlinked processes detailed above (including 

decision making and the meaning of value and reward for humans). After, we provide a 

concise account of the computational operations and current neurobiology that subserves 

these processes. In doing so, we bring specific attention to the important distinctions between 

reinforcement learning (RL) and the Bayesian approach, using the uncertainty of complex and 

changing learning environments to illustrate where each has supplied new information to our 

knowledge of the brain. Finally, before moving on to new research findings concerning state 

anxiety (Chapters 2–3), motivation and state anxiety (Chapter 4), and subclinical trait anxiety 

(Chapter 5), we discuss how these everyday experiences, like with emotion, can influence 

how the brain computes uncertainty and learns from new information in a Bayesian framework. 

 

1.1.1 Anxiety, learning and deciding. 

 

The arrangement of the cognitive processes of interest in this thesis is in the interactions 

between everyday experiences with anxiety, learning, and the decisions that we take. In line 

with previous work in anxiety, we define cognition as information processing: the processing 

of sensory input and the process of assimilating that information to raise overall adaptive 

strength and reproductive progress (Robinson et al., 2013). The relationship between these 

three interacting components (anxiety, learning, deciding) is, however, far from trivial, and will 

to some extent be oversimplified here. A scheme closer to reality would require parallel multi-

directional interactions fluctuating across time. In the thesis that follows, the relationship 

between temporary anxious experiences and learning is tested in Chapter 2, which 

investigates the impact of inducing a state of anxiety in a subclinical population on model-free 

and model-based learning and brain data using electroencephalography (EEG). In Chapter 3 

we expand upon the findings from Chapter 2 and ask whether state anxiety alters the neural 

oscillatory correlates of predicting and learning from rewards. Later in Chapter 4, we extend 

our focus to the potential adaptive motivational component of state anxiety. While in Chapter 

5 we aimed to build on the results from Chapters 2–3 by testing the effect of high levels of 

(subclinical) trait anxiety on reward learning in a volatile environment using 

magnetoencephalography (MEG). We approach each chapter from a computational 

perspective, modelling how the brain may be processing information to improve behaviour.  

 

To measure decision making, we define decisions as taking an action. There exist at least four 

interacting decision-making systems supported by numerous neural mechanisms that transmit 

information to ensuing actions (Cisek & Kalaska, 2010; Montague, 2006; Wunderlich et al., 

2009). And this only proceeds once specifying what a value is and identifying what we value, 

unpacked briefly in Section 1.2.1 (Glimcher & Fehr, 2013; Hull, 1943; Schultz et al., 1997). 



While the precise subtleties and variety of these decision making systems are still a matter of 

debate, typically agreed upon action-selection systems include genetically embedded reflexes 

and Pavlovian responses (stereotyped and valence dependent anticipatory responses 

relevant for survival), goal-directed or model-based behaviour, and a procedural action-

selection system (Redish, 2013; Van Der Meer et al., 2012). This thesis focuses only on the 

model-based action-outcome decision system. For clarity, goal-directed or model-based 

behaviour is a term synonymous with ‘value-based’ or ‘reward-guided’ actions, all of which are 

included in a deliberative decision-making system (Redish, 2013). There are, moreover, 

numerous learning mechanisms that both work independently and harmonise in the brain, 

supplying input to decisional systems that develop in tandem under multiple sets of criteria 

(Cisek & Kalaska, 2010; Clark, 2015). Yet in spite of evidence documenting how dynamic 

emotional states shape decision-making (Winkielman et al., 2007), our understanding of the 

diverse connections between emotional and computational learning processes remains 

unclear (Seth & Friston, 2016).    

 

Understanding multiple and distinct systems in the human brain for both learning and decision-

making leads to the question of what function this serves? It is evidently fundamental for 

organisms to learn to adapt to the changing needs of whichever environment they exist in; 

even bacteria, fungi, and plants exhibit some ability to use past experience to inform behaviour 

(Casadesús & D’Ari, 2002; Gagliano et al., 2016; Hilker et al., 2016). And fascinatingly, 

amoeboid slime moulds can solve simple learning and decision-making tasks (Reid et al., 

2016). Propositions of multiple decision-making systems in humans stem back to at least the 

days of Freud (1961) in psychology and enjoys growing purchase within distributed computing 

(Minsky, 1988) and behavioural economics (Kahneman, 2011). Further, from neural networks, 

we can see that a distinction between multiple decision-making systems and learning 

mechanisms is not necessarily necessary. Neural networks consolidate learning and decision 

making systems by using a direct mapping from inputs to actions (Krizhevsky et al., 2012; 

LeCun et al., 2015; Mnih et al., 2015).  

 

Clearly, at the final moment, there is one being who mandates the action. But it is useful to 

understand that being with regard to the multiple subsystems that comprise it. Thus, for 

humans, there exist multiple and distinct learning mechanisms that promote specific options 

for actions to multiple and distinct decision-making systems (Redish, 2013). Based on unique 

sources of information we can attempt to select the optimal action to obtain a specific outcome 



(Daw et al., 2005). In the case of reflexes, this is hardwired but potentially overridden. 3 In the 

case of Pavlovian responses, learning can occur, calibrating selected actions to predicted cue-

outcome pairings (Yerkes & Morgulis, 1909). But model-based and procedural systems are 

vastly more flexible. They combine together unique forms of learning information. For the 

deliberative model-based decision-making system, this affords the potential for associating 

disparate information to arrive at new decisions—such as the combination of my knowledge 

that my wife loves to eat peaches and that food is served at cinemas. 

 

The above sentence should elicit a strong violation of expectation—as peaches are not 

typically linked to the foods on offer at cinemas. This serves both as an example for the 

possibility of incorrect beliefs and for the global currency for learning found in measuring the 

difference between what you observed and what you expected. As mentioned above, a model-

based system can include incorrect beliefs; there is consequently a certain vulnerability to 

probabilistic learning. Uncertainty is baked into complex environments and can bias beliefs 

and responses. We embody a generative model of our environment (a formal description of 

why something happens), as an optimal generative model should include all we need to know 

to generate the sensory information we receive. But if we misestimate information as it is 

inherently uncertain, our model will be unreliable. Humans can estimate the uncertainty of our 

beliefs about how some state of the world functions without those beliefs necessarily 

corresponding to the true hidden state we are inferring upon. This leaves space for modulation 

by other systems in the brain (each decision-making system also relies on other processes 

including motor control, perception, situation recognition, and motivation). Of which, there is 

still much debate concerning the relationships between them, such as among the Pavlovian 

action-selection and motivational (Corbit & Balleine, 2005; Corbit et al., 2001; Wassum, Cely, 

et al., 2011; Wassum, Ostlund, et al., 2011) and emotional systems (Barrett, 2006; LeDoux, 

2012).  

 

Our particular focus here is the everyday experiences we pass through like with affective or 

emotional states (such as anxiety) and motivation (Grupe & Nitschke, 2013; Gutiérrez-García 

& Contreras, 2013). As the above cinema example illustrates, I am emotionally compelled to 

surprise and delight my wife with peaches—which perhaps motivates my learning of all the 

possible contingencies that might lead to maximise her momentary happiness. However, as 

we will see later, these preferences and outcome contingencies may change across time, 

leading to wholly different outcomes (Section 1.4). Moreover, part of the experience of 

 

3 One can, with relative ease, maintain grip on a painfully hot cup of tea—overriding the reflex to drop 

a hot and painful object—in favour of landing the cup somewhere safe first.  



momentary happiness is the violation of expectation, thus habituation might demand predicting 

inconstant preferences (Rutledge et al., 2014). These changes to outcomes require dynamic 

learning. But do everyday experiences with emotion and motivation influence these learning 

mechanisms? And to what extent does their effect shape our decisions? These questions 

concern probabilistic computations in the brain and are ideally tested using computational 

approaches and conceptually using Bayesian inference. But despite initial work into related 

fields of ‘higher level’ cognitive abilities (including planning, cognitive control, social cognition, 

and language, see Diaconescu et al., 2014; Diaconescu, Mathys, et al., 2017; FitzGerald et 

al., 2014; Friston et al., 2013, 2015; Harrison et al., 2011; Hohwy, 2013; Moutoussis et al., 

2014) sharpening our understanding of those processes, the image concerning the 

interactions between emotions and cognition remains relatively low resolution (Clark, 2015; 

Friston et al., 2012; Oudeyer & Kaplan, 2009; Paulus & Yu, 2012; Rutledge et al., 2014; Seth 

& Friston, 2016).  

 

1.1.2 Computational psychiatry 

 

The work in this thesis is informed by the relatively new field of computational psychiatry. 

Computational psychiatry seeks to set out a theoretical framework bridging higher-level 

psychological states (e.g. depression) and neural circuits by mathematically modelling these 

processes (Huys et al., 2016; Montague et al., 2012; Nair et al., 2020). Computational 

psychiatry thus uses the tools best suited to describe complex nonlinear learning and decision-

making mechanisms. In clinical disorders, these mechanisms can be an intricate combination 

of working, inoperative, and interacting parts (Corlett & Fletcher, 2014; Redish & Gordon, 

2016). In this thesis, as in the field of computational psychiatry, computational means a broad 

application of sophisticated mathematical and theoretical tools to complex biological systems 

(Redish & Gordon, 2016). Computational psychiatry thus expands into the gaps between 

computational neuroscience and psychiatry to provide model-based assays utilised to analyse 

and identify mental disorders (Huys et al., 2011; Montague et al., 2012; Stephan & Mathys, 

2014). It is this seizing upon both function and dysfunction, optimal and suboptimal, adaptive 

and maladaptive, that makes the computational approach also ideal for understanding the 

dynamic role of affective states and moods in shaping moment-by-moment learning and 

decision-making in healthy humans (Aylward et al., 2019; Clark et al., 2018). With the 

computational approach, we can also reach a more nuanced understanding of the underlying 

neural substrates involved in this process. Put simply, computational models provide a means 

to characterise both individuals and groups and to test competing models to best capture the 

differences between learning styles.  

 



Given a good model fit to observed behaviour, a link can be made to differences in behaviour 

or neural responses (Corcoran & Cecchi, 2018; Montague et al., 2012; Redish & Gordon, 

2016; Wiecki et al., 2015). Recent work has demonstrated just how successful this has been 

in characterising clinical populations (Parr, Rees, et al., 2018; Smith et al., 2021). There is an 

intriguing focus on the role of uncertainty (or its inverse, precision) in shaping learning 

dynamics, with previous studies documenting a whole suite of clinical expressions linked to 

disruptions in uncertainty estimates (Friston, 2017). These include complex visual 

hallucinations (e.g. Charles Bonnet syndrome) and issues with movements in Parkinson’s 

disease being linked to increases in uncertainty (lower precision) estimates (Friston et al., 

2013; Reichert et al., 2013), while decreases in uncertainty (higher precision) estimates are 

linked with schizophrenia and autism (Friston et al., 2016; Lawson et al., 2014). Later in 

Section 1.4 we decipher and elaborate on the role of uncertainty in perception, learning, and 

action, detailing the relevance of these ‘precision pathologies’ in relation to anxiety.  

 

The experimental research in this thesis expands upon prior empirical and theoretical work 

that demonstrates the importance of uncertainty estimates in optimal Bayesian learning by 

investigating how healthy individuals are also subject to deviations from optimal performance. 

If the computational psychiatry framework states that a psychiatric disorder implies 

suboptimality in decision making (Moutoussis et al., 2015), then we hypothesise in this thesis 

that this suboptimality is on a spectrum. In doing so, we link experiences (including anxious 

states and high levels of trait anxiety) in healthy individuals to biases and modifications to how 

we learn from complex and dynamic reward environments. By modelling behavioural 

responses using a Bayesian approach—where uncertainty is explicitly quantified—we can 

provide a model-based computational account of the learning mechanisms involved when 

decisions are sanctioned. We thus investigate how difficulties learning from incomplete 

information and misestimation of uncertainty are crucial to understanding how temporary 

affective states shape learning in healthy individuals—aligning with recent theoretical 

accounts concerning affective disorders (Pulcu & Browning, 2019; Williams, 2016). 

 

The above sections covering the preliminaries of this work should now form a précis of the 

essential components examined in the thesis below: learning, decision-making, and healthy 

subclinical anxiety. Through the conceptual lens of Bayesian learning and the computational 

toolkit of modelling behavioural responses, we investigate how anxiety modulates learning 

and estimates of uncertainty, further associating these changes to neural activity using 

electrophysiological (EEG) and neuromagnetic (MEG) signals.  



1.2 Specifying value and deciding how to act 

 

1.2.1 Values 

 

Before we unpack how we learn to adapt our actions through the decisions we make, we must 

first specify a working definition of value (Lehrer, 2010). Value is something that can be 

calculated dynamically; it can change with each new evaluation, measuring the amount we 

are willing to transact for a given outcome (how much we are willing to work, trade, or pay for 

reward or to bypass punishment). Pain, for instance, articulates a negative scenario 

demanding palliation for survival. Inanition demands nourishment, and so food is valued. The 

organism’s value of survival can motivate what we find rewarding to maintain homeostasis. 

Typically this is communicated through internal bodily states like water, fat, sugar, and oxygen 

levels that generate reward-oriented behaviours (Cannon, 1932; Morville et al., 2018; Pezzulo 

et al., 2015). Of course, the mechanistic complexity of homeostasis (both operational and 

computational) extends beyond the mere negative feedback control to a hierarchy of 

physiological control structures, such as motivational and emotion systems (Berridge, 2004; 

Carpenter, 2004; Dickinson & Balleine, 1994; Morville et al., 2018; Pezzulo et al., 2015).  

 

Part of the problem for understanding what people value, in order to study how we take actions 

to obtain value, is that we do not have an efficient means to measure value. In early work on 

animals, this was tested by measuring the degree of effort exerted to obtain some reward (see: 

Ahmed, 2010; Salamone, Pardo, et al., 2016). This could be the decision between two different 

options for food with asymmetric payoffs (one grape or twenty pieces of carrot) to find a 

threshold of value (Padoa-Schioppa & Assad, 2006). Alternatively, by varying the amount of 

some negative experience (like an electric shock) we can understand how much an animal 

will tolerate for reward (Padoa-Schioppa & Assad, 2006). These methods also work equally 

well on humans. However, economists (who are also concerned with how humans value 

things) prefer to simply ask participants their preferences between choices. The issue with this 

technique is that humans are typically inconsistent in their evaluations (Kahneman et al., 1982; 

Kahneman & Tversky, 2013; Tversky & Kahneman, 1979). 4 Decisions are thought of as the 

process of dynamically calculating value at each time point, which leads to inconsistencies in 

‘rational’ human decision-making. This has now been widely documented, but perhaps most 

 

4 It is important to note that others have attempted to replicate Kahneman and Tversky’s work, with 

several studies showing a lack of replicability, see https://replicationindex.com/2020/12/30/a-meta-

scientific-perspective-on-thinking-fast-and-slow/. The framing effects reported in Kahneman (1981) 

have received mixed replications, see Druckman (2001).  

https://replicationindex.com/2020/12/30/a-meta-scientific-perspective-on-thinking-fast-and-slow/
https://replicationindex.com/2020/12/30/a-meta-scientific-perspective-on-thinking-fast-and-slow/
https://paperpile.com/c/5nL6Ye/LAu4m


famously (and what has, since originally writing this section, become acutely apt, as we battle 

against a global pandemic and misinformation) in Amos Tversky and Daniel Kahneman’s 

(1981) disease example of how phrasing decisions in terms of wins and losses alter choices:  

 

Imagine that the U.S. is preparing for the outbreak of an unusual Asian disease, which is 

expected to kill 600 people. Two alternative programs to combat the disease have been 

proposed. Assume that the exact scientific estimate of the consequences of the programs are 

as follows:  

 

Problem 1 

• If Program A is adopted, 200 people will be saved. 

• If Program B is adopted, there is 1/3 probability that 600 people will be saved, 

and 2/3 

probability that no people will be saved. 

Which of the two programs would you favor? 

 

Problem 2 

• If Program C is adopted 400 people will die. 

• If Program D is adopted there is 1/3 probability that nobody will die, and 2/3 

probability that 600 people will die. 

Which of the two programs would you favor? 

 

A significantly higher proportion of participants select options A and D, despite options A and 

C and options B and D being identical. The explanation offered by Kahneman and Tversky 

(1981) is one of our greater sensitivity to losses than gains. Consequently, humans are not as 

willing to risk losing something when compared to their devil-may-care approach to winning. 

This bias toward safety is exacerbated in anxiety, as we discuss later in Section 1.5. 

Intriguingly, despite being told about the nature of the decision involved in the disease 

example, and perhaps as these decisions are informed by emotions, the choices when 

represented to us persist in sounding like the right choice (Dawes et al., 2007).  

 

Along with numerous other examples of the seemingly illogical calculations of value from the 

psychology and economics literature (for example ‘extremeness aversion’ in framing, see 

Ariely, 2008; Glimcher, 2004; Plous, 1993; Shapiro et al., 1998; Simonson & Tversky, 1992), 

Kahneman and Tversky also documented how humans commonly make decisions discordant 

with economic expectations (Kahneman et al., 1982). These include a host of social 

predilections like cooperation, fairness, equality, and egalitarian motives, but also critically 



include emotional states (Bechara & Damasio, 2005; Dawes et al., 2007, 2012; Fehr & 

Schmidt, 1999; Gigerenzer & Goldstein, 1996; Kahneman, 2011; Kahneman et al., 1982, 

1986; Lin et al., 2006; Nishi et al., 2015; Plous, 1993; Simon, 1955; Van Der Meer et al., 2012). 

To summarise this section on value, from the exceptional research over the past several 

decades, it appears humans do not really estimate the true value of things, and that value is 

dynamic and not a quality that can be derived directly from an object’s nature. Rather, we 

approximate the current value of something on a moment-by-moment basis using heuristics, 

algorithms that (for the most part) serve us well (Gilovich et al., 2002).  

 

Value-guided choice is therefore driven by information pertaining to the receipt of a specified 

target (Schultz et al., 1997). Money affords us a shared system for value—an agreed upon 

fiction in the language of economists (Simmel, 2004; Sims, 1980). However, as will be 

discussed further in Chapter 4, this can also refer to an internal state, like intrinsic motivation 

(Cameron & Pierce, 1994; Friston, Lin, et al., 2017; Gottlieb et al., 2013; Oudeyer & Kaplan, 

2009). Connected to Pavlovian responses, as introduced above, a reward is something usually 

approached, while punishment is usually avoided. For these reasons, it is easy to conclude 

that what is valued or rewarding is pleasurable, and humans seek out pleasure and avoid 

punishment. But value and pleasure are not one and the same. A more accurate description 

is that we target things we identify as having high value (Rangel et al., 2008). The amount an 

organism is willing to exert in either effort to approach or work for an outcome is also not 

proportional to the euphoria (pleasure) experienced in the brain when receiving an outcome 

(Berridge, 1996). 5 This becomes important to distinguish when we operationalise rewards in 

psychology and investigate their neural underpinnings as reviewed in Section 1.2.3 and 

Section 1.3 below. 

 

  

 

5 Euphoria: from the Ancient Greek phoria φορία meaning ‘to bear’ or ’feeling’ and the root meaning of 

εὖ meaning ‘good’ has been used as an alternative to ‘pleasure’ for its antonym in dysphoria (Redish et 

al., 2008; Redish, 2013). Euphoria is signalled by endorphins linked to μ-opioid receptors, whereas 

dysphoria is signalled by dynorphin associated with κ-opioid receptors (Land et al., 2008; Laurent et al., 

2012; Le Merrer et al., 2009).     

https://paperpile.com/c/5nL6Ye/y5MCD+kUOvF
https://paperpile.com/c/5nL6Ye/y5MCD+kUOvF
https://paperpile.com/c/5nL6Ye/UEMqX+GiJ0r+5U6Xu
https://paperpile.com/c/5nL6Ye/UEMqX+GiJ0r+5U6Xu


1.2.1 Decisions 

 

Deciding on which action to take among alternatives is a core issue studied in many fields, 

from psychology (Dickinson & Balleine, 1994) to economics (von Neumann et al., 2007), 

cognitive neuroscience (Hunt et al., 2012; Kable & Glimcher, 2009; Padoa-Schioppa, 2011; 

Rangel et al., 2008; Rushworth & Behrens, 2008), and machine learning (Shachter & Peot, 

1992; Sutton et al., 1998). In many human decision-making experiments, value is typically 

operationalised as a monetary reward (Berridge & Robinson, 1998; Berridge, 2000; Daw & 

Doya, 2006; Dayan & Daw, 2008). For deliberative model-based decision-making, rewards 

are dependent on specific responses and can incorporate changes to the calculated value. 

The first component of this process then involves a kind of episodic ‘future thinking’ (Atance & 

O’Neill, 2001; Buckner & Carroll, 2007; Schacter et al., 2007, 2008). Based on prior 

experience, we must predict the consequences of selecting certain actions.  

 

Deliberative decisions demand a causal understanding of the statistical structure of the world 

(Niv et al., 2006; Rangel et al., 2008; Van Der Meer et al., 2012) and a network of complex 

abilities: from imagination (Buckner & Carroll, 2007; Schacter et al., 2007) to working memory 

(Gnadt & Andersen, 1988; Hill, 2008; Johnson et al., 2007) and motor control and 

sensorimotor learning (Harris & Wolpert, 1998; Körding & Wolpert, 2004; Wolpert & Landy, 

2012). Together, these afford the active calculation of multiple options and the likelihood of 

the outcomes associated with choosing those options.  

 

By contrast, artificial systems based on search processes do not rely on the above concert of 

abilities (McCorduck & Cfe, 2004; Newell et al., 1959; Pearl, 1984). In computer science, 

algorithms permit learning and the comparison of rewarding actions, achieving impressive 

action selection capabilities based on computational power, like with IBM’s Deep Blue and 

Google’s AlphaGo (Campbell et al., 2002; Silver et al., 2017). Importantly, unlike human 

learning agents, Deep Blue did not learn anything about chess or discover “patterns” for 

intuition. It simply searched for the optimal move using brute computational force. A large 

proportion of the computational study of human decision-making thus far has—due to the 

robotics/machine learning research using sequential update steps—concerned itself with the 

prediction step of reward-based decision-making (Barto et al., 1989; Botvinick & An, 2009: see 

also Section 1.3 below). But humans do not typically allocate time and effort to computing all 

potential paths to an outcome when deciding (Botvinick et al., 2009). As discussed in due 

course, we use alternative model-based strategies (Daw et al., 2005; Doll et al., 2012; Niv et 

al., 2006; Simon & Daw, 2011).  

 



From animal studies where neural responses are decoded, we can understand the processes 

involved in deliberative decision making. These experiments provide evidence that rats use a 

similar deliberative system when choosing between options in a Tolman maze (T-maze: a 

maze where a T-intersection requires a choice, but recent changes to the outcomes at the end 

of each path demand a type of predictive ‘future thinking’). For rats in T-mazes, this involves 

place cells (the neural activity of which can provide locations represented at any given time) 

in the hippocampal structure, just as with humans and other species (Redish, 1999; O’keefe 

& Nadel, 1978; Squire, 1992). By combining neural decoding and neurophysiological 

techniques, researchers have demonstrated that rats indeed do pause to deliberate when 

deciding on a path to take in the T-maze. Evidence of which comes from lesion studies to 

hippocampal regions (where memory based prediction is no longer available, just as with 

humans, Hassabis et al., 2007; Maguire & Hassabis, 2011; Schacter & Addis, 2009), and 

decoding studies showing the neural activity of path option representations preceding 

actions—searched sequentially and in a meaningful manner using upcoming places (Gupta et 

al., 2012; Johnson & Redish, 2007; Pfeiffer & Foster, 2013; van der Meer et al., 2010).  

 

For humans, in economics and neuroeconomics, it has been reasonable and plausible to 

assume that different values are summed and weighed up before we decide upon an action 

to obtain some reward (Rangel et al., 2008). Yet after further study in neuroscience, this is 

now thought inaccurate (Dayan & Daw, 2008). The discrepancy concerns the fusing of multiple 

and distinct sources of information during human decision-making. Consider recent research 

where humans compare different outcomes with varying probabilities and magnitudes: both 

the behavioural and neuroimaging data support the notion that humans contrast potential 

outcomes based on the independent attributes of the options (Hunt et al., 2014; Hunt & 

Hayden, 2017; Kolling et al., 2016). Importantly, the participants’ choices were then biased 

toward the option with a higher discriminability. To illustrate, we typically make choices (like 

which apartment to live in) not by summing across all defining characteristics of apartments 

and then performing one final evaluative process, but by comparing over each token 

characteristic type (noise level, neighbourhood, size, and so on) independently (Fellows, 

2006). This implies that the elements of a choice are vital to understanding value-guided 

decisions (Vlaev et al., 2011). For neuroscience, this is bolstered by neural network models 

detailing a kind of competition of choices through mutual inhibition or evidence accumulation 

and race-to-bound/threshold schemes (FitzGerald, Moran, et al., 2015; Friston et al., 2017; 

Hunt et al., 2012; Kolling et al., 2016; Latimer et al., 2015; Solway & Botvinick, 2012; Wang, 

2008). The nature of value guided decisions then seems more accurately treated in line with 

the above consideration of moment-by-moment calculations to value: that is to say, value-



guided choices do not follow a serial processing model but a continuous policy (Cisek & 

Kalaska, 2010).     

 

The importance of continuous moment-by-moment updates to a reward-based quantity while 

learning and decision-making are explored in each subsequent chapter of this thesis. While 

we constrain value to one pre-defined target in each experiment, and decisions are 

constrained to a binary choice, the element under more detailed scrutiny is the continual 

process of combining multiple sources of probabilistic information and how anxiety modulates 

this learning and decision-making process—discussed in further detail in Section 1.4 and 

Section 1.5.   

 

1.2.3 Neural underpinnings of value and decisions 

 

Reward-guided learning and decision-making research in the brain have shown the ventral 

and medial prefrontal cortex encoding values (Rushworth et al., 2011) and the basal ganglia 

encoding reward-based learning prediction errors (see Glossary, Section 1.3 below, and 

Seymour et al., 2004). For reinforcement learning and value-based decision-making, there 

are, in fact, vital differences between the outcome provided (reward, punishment), the 

evaluation (euphoria, dysphoria), the effect this has on an animals behaviour (reinforcement, 

aversion), and the consequences to a lack of delivery from a predicted outcome 

(disappointment, relief, Redish et al., 2008; Land et al., 2008; Treadway & Zald, 2011). 

Reinforcement is something that increases the likelihood of a behaviour (Arvanitogiannis & 

Shizgal, 2008; Bielajew & Harris, 1991; Olds & Milner, 1954) and is linked to medial forebrain 

bundles and the neurotransmitter dopamine (see Section 1.3, Olds & Fobes, 1981; Shizgal, 

1997; Wise, 2004). By contrast, aversion decreases responding via some penalising outcome 

and is less well understood at the neural level (Domjan, 2014; Ferster & Skinner, 1957; Hull, 

1943; Mackintosh, 1974; Munn, 1950; Pavlov, 1927; Thorndike, 1932; Watson, 1907). 

Dopamine alters how much an animal will work, or how much vigour is dispensed when 

searching or approaching reward (Berridge, 2007, 2012; Berridge & Robinson, 2003; Niv et 

al., 2007). While euphoria (the evaluation of how good some outcome was) is coordinated by 

the opioid neurotransmitter system (of which there are three types of receptors and signals in 

the NA, hypothalamus, amygdala, and several connected regions: see Broom et al., 2002; 

Kieffer, 1999; Kieffer & Gavériaux-Ruff, 2002; Laurent et al., 2012; Le Merrer et al., 2009; 

Levine & Billington, 2004).  

 

Neurophysiologically, two key areas involved are the ventral striatum (VS) and orbitofrontal 

cortex (OFC, Bray et al., 2010; McDannald et al., 2011). Each of these structures contributes 



to motivation and are problematic for addictive behaviours (Koob & Volkow, 2010) and 

motivation-based disorders such as avolition, aboulia, and anhedonia (Der-Avakian & Markou, 

2012; Dowd et al., 2016; Flagel et al., 2009; Mucci et al., 2015; Robinson & Flagel, 2009). 

Both structures are modulated by hippocampal projections, showing increased neural 

responses at the moment where the predicted possibilities of choices occur (Steiner & Redish, 

2012; van der Meer & Redish, 2009). When the VS and OFC become damaged, in both 

animals and people, a resultant difficulty evaluating potential outcomes is observed (Bechara, 

Tranel, et al., 2000; Damasio, 2003; Fellows, 2006; McDannald et al., 2011; Rolls & 

Grabenhorst, 2008). And importantly, both structures include cells that represent both 

expected value and predicted reward, discussed below in further detail (Padoa-Schioppa, 

2009; Padoa-Schioppa & Assad, 2006; Padoa-Schioppa & Conen, 2017; Schultz et al., 1998, 

2000; Tremblay et al., 1998; Tremblay & Schultz, 1999). Importantly, the role the VS (and 

more specifically the nucleus accumbens [NA]) has on value and motivation learning from 

reward scales up to include (somewhat) healthy human endeavours such as science and its 

proxy for reward—publications in high impact journals (see Paulus et al. [2015] for an 

interesting treatment of this subject).   

 

Consequently, Reddish (2013) has speculated that one reason humans developed opioid 

systems is to identify the outcomes of value—and consequently pleasure. Whereas we may 

have developed a dopamine system to orient toward reward-motivated behaviour. As such, 

one function of dopamine is to modulate wanting, while one function of opioids is to modulate 

liking (Redish, 2013). But how is value as discussed above represented? Subjective utility and 

value, according to economists, exhibits a concave relationship where higher levels of wealth 

bring lower increases to utility (Kahneman, 2011). This subjective utility is associated with 

different circuits of the brain when participants are informed to select the choice yielding the 

greatest long term reward given alternatives (Bartra et al., 2013; De Martino et al., 2006; 

Glimcher & Fehr, 2013; Kable & Glimcher, 2007; Rangel et al., 2008; Tom et al., 2007). 

Further, this subjective value appears linked to the biological values we mentioned concerning 

homeostasis (water, fat, sugar, and oxygen levels). However, a more domain-general scaling 

between values of incommensurable objects is needed so that information about the distinct 

kinds of rewards can be consolidated (FitzGerald et al., 2009; Plassmann et al., 2007). The 

likely neural candidates for this are in the ventromedial prefrontal cortex (vmPFC) and VS 

(Bartra et al., 2013; FitzGerald et al., 2009; Plassmann et al., 2007), while the OFC might 

realise a more identity-specific value function (Enel et al., 2020; Howard et al., 2015).  

 

The same circuits process value when concerned with value from other domains, such as 

emotional value (Bechara, Damasio, et al., 2000; Winecoff et al., 2013), humour (Azim et al., 



2005), and the appreciation of a beautiful face (Aharon et al., 2001). Work with animals like 

non-human primates corroborates similar responses in line with subjective utility from 

prefrontal cortex (PFC) single cell recordings that might represent the coordination of 

probability, magnitude, and effort inputs (Hosokawa et al., 2013; Kennerley et al., 2011; 

Padoa-Schioppa, 2011; Padoa-Schioppa & Assad, 2006). The emerging consensus is that 

the brain estimates value for alternative choices using a common metric (Montague & Berns, 

2002). In the account of reinforcement learning and Bayesian PC that follows, we shall lay out 

how this neatly lines up with how learning agents need to maintain calculations of value linked 

to specific states and take these to inform decisions to maximise reward.  

 

1.2.4 Summary 

 

We have concisely probed the meaning of value-guided choice and how subserving systems 

in the brain realise the specification of a target. By comparing value from an economics 

viewpoint to a psychological one, we have laid the groundwork for an internal value estimate 

that needs to be tracked to obtain some desired outcome. This is useful for the following 

sections and chapters based on value-guided decision-making and learning from rewards. 

Value is linked to a hierarchy of physiological mechanisms such as the motor system, memory, 

but also important informers like motivation and affective states. Together, these drive action 

toward value through learning from reward-based signals. We commission purposeful action 

toward things we identify as having high value, and these values influence several decision 

making systems, from Pavlovian to procedural and through to the model-based deliberate 

system. We presented evidence above that humans use dynamic learning from different 

sources of information to optimally decide upon actions to obtain reward, and the details of 

this dynamic process will be expanded on in later pages in Section 1.4. For now, we take on 

the question of which computational processes undergird how organisms link value to 

decisions and responses that move them closer to rewarding outcomes.  

1.3 Surprising events: learning from experience  

 

Computational tools like the above mentioned IBM’s Deep Blue are simple systems that solve 

an exclusive complex problem. They are rigid and likely to be of little use when the problems 

around them change. Deep Blue, as an exemplar of inflexible exhaustive searching (rather 

than deep learning which appeared on the artificial intelligence scene a decade later) would 

fail ruinously at playing a game of backgammon instead of chess. The reason is that Deep 

Blue displays no general intelligence or ability to learn, but is instead a reflection of 



computation individually tailored by the designer. Biological intelligence, however, is 

characterised by a flexible capacity to adapt and solve whichever problem is presented to the 

learner. For instance, non-human primates such as Gibbons (Hylobates, meaning ‘forest 

walker’) are territorial animals who continually guard boundaries from opponent conspecifics; 

they need to update their representation of their territory to track food supplies from different 

fruiting trees and appeal to potential mates. In the section to come, we detail how agents solve 

these learning problems using multiple distinct algorithms, later turning to how these 

processes are fit to changes in the environment.  

 

1.3.1 Reward prediction 

 

A core feature of animal behaviour is learning to value cues that help to anticipate future 

rewards. Reinforcement learning algorithms have thus given us useful models describing how 

anticipated rewards are updated given newly experienced outcomes from the environment 

(Inglis et al., 2020). From a behavioural ecology perspective, this makes sense. For example, 

predatory animals lacking a prediction mechanism might be trapped in a never-ending cycle 

of being surprised at the sudden appearance of prey—missing their fleeting chance of dinner. 

Humans go to great lengths to hunt things that are not necessarily of primary biological value, 

but instead have elaborated upon a constellation of proxy secondary rewards—such as 

photography, board games, reading, and of course, money.    

 

In the work of Ivan Pavlov (1849–1936) and other classical conditioning studies, it was 

discovered that animals could not only predict future reward but link a conditioned stimulus 

(CS), like the sound of a bell, to a subsequent unconditioned stimulus (US), like food 

(Gormezano & Moore, 1966; Pavlov, 1927; Yerkes & Morgulis, 1909). It is thought of as a 

prototypical example of prediction learning (Niv, 2009). By contrast, the operant conditioning 

approach formalised by Edward Thorndike (1874–1949) and many others showed how 

animals are able to learn from the causal impact of their actions, given contiguous temporal 

and if possible spatial distribution (Staddon & Cerutti, 2003; Thorndike, 1898). Further, it was 

discovered that the contingency of the response-dependent effect was also of vital importance 

to operant conditioning. In the event the effect occurred from time to time spontaneously or 

occurred at a level approaching chance, learning slowed. Consequently, the rate of 

behavioural adaptation varies as a function of contingency strength and temporal and spatial 

contiguity of the outcome. Together, these shape how animals approach and avoid 

unconditional stimuli, allocate attentional resources toward events, or even on occasion 

mistakenly attempt to consume paired conditional stimuli during experiments. Observing these 

results and qualitative interpretations led Robert Rescorla and Allan Wagner to develop the 



influential Rescorla-Wagner model, which provides an elegant description of how an agent 

learns the associations between co-occurring stimuli (Glautier, 2013; Rescorla & Wagner, 

1972). 

 

1.3.1.1 Rescorla-Wagner-Model  

 

Put forward originally to describe quantitatively a normative model of classical conditioning, 

the Rescorla-Wagner model (RW) has since been applied to operant conditioning and even 

predicts numerous other behavioural patterns such as the blocking of new associations 

(Kamin, 1969), the extinction of previously learned behaviour (Kimble & Kimble, 1970; Quirk 

& Mueller, 2008; Rescorla & Wagner, 1972), and conditioned inhibition (where an 

unconditioned stimulus that blocks anticipated positive reward becomes negatively 

conditioned: see Rescorla, 1969). The satisfying simplicity of the model is that it describes 

how surprising events are vital to motivate adaptations to future expectations, directly inspired 

by Kamin (1969) and Bush and Mosteller (1951). More simply put, animals learn through the 

discrepancy between experience and their expectations, concisely articulated by the below 

equation: 

 

 𝛥𝑉𝑡
𝐴 = 𝑉𝑡−1 

𝐴 + 𝜌 ⋅ (𝜆𝑈𝑆 − 𝑉𝑡−1
𝐴 ) (1) 

 

In words, the RW equation quantifies learning by the incremental change to an assumed 

associative strength 𝑉𝑡
𝐴 from a stimulus or behaviour A on a single event, choice or trial t. The 

update 𝛥𝑉𝑡
𝐴 proceeds as the previous trials associate strength 𝑉𝑡−1

𝐴  plus the difference 

between an outcome or unconditioned stimulus λUS and 𝑉𝑡−1
𝐴  multiplied by a learning rate ρ. 

Increasing experiences with that type of event brings the agent’s associations closer to the 

maximum associative strength λUS of the unconditioned stimulus (positive or negative 

reinforcement). Further, the saliency of the term ρ (bounded by 0 and 1) regulates the adaption 

of the association strength, which is fixed. The learning rate scales the update 𝑉𝑡
𝐴, with lower 

ρ producing slower updates. 

 

Essentially, the RW model emphasises that learning occurs through difference signals—the 

violation between the expected associative value 𝑉𝑡−1
𝐴  and the outcome λUS—resulting in a 

learning curve that decreases in slope as learning proceeds (Glautier, 2013). It succinctly 

describes how animals construct a basic understanding of their environment through the 

linking of their anticipations to stimuli. However, the RW algorithm suffers from limitations. 

Firstly, it does not distinguish between associative strengths, which may denote state or action 



values (Averbeck & Costa, 2017). Further it considers the CS and US as qualitatively distinct, 

and thus fails to incorporate the second-order objects humans learn to value, like money (as 

touched on above). To illustrate, if cue Y predicts an outcome of affective value (like food or 

pain) and cue Z predicts cue Y, a consequence is that cue Z also gains reward predictive 

value (Niv, 2009). Lastly, the RW algorithm fails to predict learning in advance at smaller 

timescales.  

 

1.3.1.2 Temporal difference learning  

 

Around a decade later, a newer refinement was proposed by Richard Sutton and Andy Barto 

that emphasised the importance of predictions across time—an aspect considered missing 

from the RW model (Sutton & Barto, 1981). Sutton and Barto’s (1989; 1998) temporal 

difference (TD) reinforcement learning connected the RW psychology model with control 

theory, and also to work by Richard Bellman (1958) on operations research (to which we will 

turn shortly when discussing behavioural policies: Section 1.3.1.4). In doing so, they derived 

a powerful and general algorithm subsequently applied throughout robotics, psychology, 

machine learning and beyond (Kurth-Nelson & Redish, 2009; O’Doherty et al., 2003; Sutton & 

Barto, 2018).  

 

TD is a method for learning to predict. It is widely used in RL to predict future reward or value 

functions. An everyday example of which is learning to predict that the distinct redolence of 

cooking typically precedes a delicious meal. TD learning thus mathematically describes how 

humans can learn a prediction from another later prediction. It is the learning of some value 

function without a model. This seizes upon vital temporal parts of learning that the RW model 

is incapable of, like the value of sequential timing for conditioned and unconditioned stimulus 

pairings (Sutton & Barto, 1981).  

 

There are two critical differences between the RW and TD models. First, the RW model 

assumes predictions concerning reward are obtainable from single individual cues. Whereas 

TD is founded on categorisations of the world known as states; or, st (in reward learning, the 

information that predicts upcoming rewards, Daw, 2003; Sutton et al., 1998). Secondly, the 

TD model predicts value. In doing so, it addresses the shortcoming of distinguishing between 

states and action values and also the second-order conditioning in humans and the temporal 

relationships within trials during experiments (Averbeck & Costa, 2017; Niv, 2009). Therefore, 

TD learning shows how we can use the next prediction to form a target, learning the value 

function simultaneously with executing actions. All the agent’s predictions of future reward are 

incorporated into the state value, which expresses all the (time-discounted) rewards that the 



agent anticipates to obtain in following states. Prediction errors (PEs) are thus calculated in 

TD learning as the discrepancy between rewards and the value of the next state relative to 

previous states’ values: 

 

 𝛥𝑉(𝑠𝑡)
𝐴 = 𝑉(𝑠𝑡)

𝐴 + 𝛼 ⋅ [𝑅𝑡+1 + 𝛾 ⋅ 𝑉(𝑠𝑡+1)
𝐴 − 𝑉(𝑠𝑡)

𝐴 ] (1) 

 

Above, a state-value function 𝛥𝑉(𝑠𝑡)
𝐴  is derived from the current state the agent is in (st), where 

𝛼 ∈ [0,1] is the learning rate and 𝛾 is a discount function that determines how much the agent 

prefers reward now compared to later. An action from a behavioural policy 𝜋 in a state (st) 

(𝐴𝑡 = 𝜋(𝑠𝑡)) leads to state (st+1) where the agent encounters a reward shown as Rt+1. The term 

in the brackets is the temporal difference error: the currently expected future reward when 

executing an action in a state. Namely, the total reward Rt+1  minus 𝑉𝜋(𝑠𝑡) plus the expected 

discounted future reward 𝑉𝜋(𝑠𝑡+1) in the new state st+1 (Butz & Kutter, 2016).  

 

The TD error supplies the agent with a value PE term, with ‘more reward experienced than 

predicted’ constituting a positive TD error, and ‘less reward experienced than predicted’ being 

a negative TD error. What falls out from this is the indication that the action just sanctioned 

was either better or worse than expected, or exactly as anticipated, with zero learning required. 

The influence of current reward on updates to the value function is modulated by the learning 

rate, which varies between 0 and 1, with values closer to 1 meaning the reward value is taken 

on rapidly, and values closer to 0 determining slower updates.  

 

The only distinction between the PE terms of the RW and TD models is the presence of 

𝑉𝜋(𝑠𝑡+1), which indicates both value from the state transition and the future reward linked with 

the new state. To take one out of many everyday examples, an upcoming talent in sports who 

wins some form of national prize might then find themselves in line for a lucrative team signing, 

perhaps even in position to represent the nation at the Olympics, but also to acquire profitable 

sponsorship deals, endorsements, PR opportunities, celebrity appearances, and presumably 

the list goes on.  

 

Getting back to reinforcement learning, the indispensable message connecting both the RW 

and TD models—and the later discussed Bayesian generative model-based learning 

schemes—is the global currency for learning encapsulated within the reward PE (RPE) 

difference term: 

 

 𝛿𝑡 = 𝑅𝑡 − 𝑉𝑡 (2) 



 

 

Where the PE delta (δt) can inform future predictions by measuring the discrepancy between 

reward that is predicted Vt and the reward that is received Rt.  

 

1.3.1.3 Dopaminergic reward prediction error signals 

 

Following what is perhaps one of the more exhilarating and phenomenal series of findings in 

neuroscience, RPEs are encoded in phasic dopaminergic bursts in the brainstem (Ljungberg 

et al., 1992; Montague et al., 1996; O’Doherty et al., 2003; Schultz et al., 1997, see Figure 1). 

The theory asserts that RPEs advance synaptic plasticity in the striatum, turning the links 

between actions and their outcomes into optimised behavioural policies using transient bursts 

of firing in dopamine neurons in the Ventral Tegmental Area (VTA) and Substantia Nigra pars 

compacta (Daw & Tobler, 2014; Hollerman & Schultz, 1998; Wang et al., 2018). These 

structures take input from diverse afferents (Watabe-Uchida et al., 2012) and distribute widely 

to cortical and subcortical regions, most strikingly in the striatum and PFC (Haber & Fudge, 

1997). Importantly, Schultz and colleagues found phasic dopamine bursts increase as a 

function of increases to the predicted value, decrease with unpredicted reductions to value, 

and more generally represent the PEs outlined in the RW and TD learning models (Hollerman 

& Schultz, 1998; Padoa-Schioppa, 2009; Padoa-Schioppa & Assad, 2006; Padoa-Schioppa & 

Conen, 2017; Schultz, 1998; Schultz et al., 1998, 2000; Schultz & Dickinson, 2000; Tremblay 

et al., 1998; Tremblay & Schultz, 1999). In the last twenty years of research, growing evidence 

for this RPE driven theory has earned it the place as a standard learning model in 

neuroscience (Wang et al., 2018). 

 

 

 

 



 
 

Figure 1.  Dopaminergic Reward Prediction Errors. A) In panel A is the single cell recording of the 

macaque monkey VTA while performing a classical conditioning task. The top panel shows the 

dopaminergic neural response in a no-conditioning phase (CS), with increased dopamine firing after 

the reward is provided. The middle panel demonstrates the firing of dopamine neurons occurring after 

a predictive conditioned stimulus (CS) is provided—but not at the time of reward. And the bottom panel 

gives the same positive PE response at the CS with a later negative PE response when a reward is 

predicted but absent. (Figure adapted with permission from Schultz et al. [1997]. Copyright © 1997, © 

1997 American Association for the Advancement of Science). B) This figure depicts the RPE signal in 

a fMRI experiment supporting the dopaminergic response from Schultz et a. (1997) revealing BOLD 

activation in the VS. (Figure adapted with permission from O'Doherty et al. [2003]. Copyright © 2003 

Cell Press. All rights reserved). 

 

 

In these experiments, recordings were taken while monkeys were engaged with simple 

instrumental or Pavlovian conditioning. Dopamine was originally thought to represent the value 

of the rewarding stimuli (Wise, Spindler, DeWit et al., 1978; Wise, Spindler, Legault et al., 

1978). Yet these studies demonstrated that phasic dopamine bursts were only initially 

associated with the rewarding stimuli (as they were initially surprising). Later, they responded 

only to the paired predictive cue of the rewarding stimuli—as TD errors only occur to 

unpredicted stimuli. The biological underpinnings of this RPE signal in the dopaminergic 

system have since been studied extensively (Niv, 2009). To outline, dopamine neurons 

baseline fire at a few spikes per second; positive responses involve bursts of these spikes and 

negative a cessation; this transmits a ‘better-than’ and ‘worse-than’ expected signal confirming 

the RPE hypothesis of dopamine originally propounded by Montague et al. (1996) and Schultz 

et al. (1997). These results have since been replicated by a welter of neuroimaging work in 

rodents (Cohen et al., 2012; Steinberg et al., 2013), non-human primates (Bayer & Glimcher, 

2005; Fiorillo, 2013; Fiorillo et al., 2003; Tobler et al., 2003; Waelti et al., 2001), and humans 

(Bang et al., 2020; D’Ardenne et al., 2008; Iglesias et al., 2013; O’Doherty et al., 2003; 

Pessiglione et al., 2006; Rutledge et al., 2010; Seymour et al., 2004).  



 

Beyond these core findings followed further intriguing discoveries. Notably, prior reward 

contributes to the brain’s RPE signal corresponding precisely to the TD model scheme; that 

is, exponentially weighted according to the average of past experience (Bayer et al., 2007; 

Bayer & Glimcher, 2005). Also, varying probabilistic rewards are represented by a dopamine 

firing response which back-propagates the error signal (Niv, Duff, et al., 2005) proportional to 

the degree (Tobler et al., 2005) and contingency of the expected reward (Fiorillo et al., 2003; 

Morris et al., 2004; Niv, 2009). Moreover, meta-analyses distinguishing between absolute and 

signed PEs discovered that absolute PEs were specifically associated with the dopaminergic 

midbrain while signed PEs were expressed particularly in the ventral part of the striatum 

(Fouragnan et al., 2018; Garrison et al., 2013).  

 

1.3.1.4 Electrophysiological evidence of RPEs 

 

Additional studies have since associated RPE signals to other areas in the brain, such as 

activity from the anterior cingulate cortex (ACC) which is thought essential for encoding 

information concerning beliefs (for example probabilistic outcomes and values) and posterior 

medial frontal cortex (pMFC, Debener et al., 2005; Holroyd et al., 2003; Kennerley et al., 2009; 

Montague et al., 2004; Yeung et al., 2005). Extracting event related potentials (ERPs) from 

scalp EEG signal in humans shows the RPE across frontal medial electrodes, a negative 

deflection reflecting feedback (Cohen et al., 2007; Holroyd & Coles, 2002) pinpointed using 

trial-wise analysis of EEG data with fMRI to the ACC (Debener et al., 2005). One example of 

RPEs in EEG is the error related negativity (ERN), an ERP in response to explicit errors 

(approximately 100 ms post error across frontocentral sensors) and the feedback ERN (fERN), 

a negative deflection approximately 250 ms subsequent to negative feedback in central and 

parietal regions (Holroyd et al., 2003; Montague et al., 2004; Nieuwenhuis et al., 2004; Yeung 

et al., 2005). Of particular relevance to the work in this thesis, the fERN is more specifically 

thought to express the degree of surprise (PE) and has been estimated in response to rewards 

using reinforcement learning models (Gehring & Willoughby, 2004; Holroyd & Coles, 2008; 

Holroyd & Krigolson, 2007). An additional ERP component related to RPEs is the P300, which 

is proposed related to valence and surprise, exhibiting a parietal topography (approximately 

250–500 ms post error, Hajcak et al., 2005, 2007; Polich, 2007; Wu & Zhou, 2009).  

 

  



1.3.1.5 RPE Summary  

 

RPE signals are not an exhaustive and conclusive explanation of dopaminergic functioning 

within the brain. The dopamine cells and projections exhibit a wide display of responses in line 

with their afferents and efferents and the circumstances governing reward (Lammel et al., 

2011, 2012; Matsumoto et al., 2016; Matsumoto & Hikosaka, 2009). Moreover, modulating 

dopamine without reward outcomes does not lead to learning (Adamantidis et al., 2011), and 

rewards and reinforcement learning are possible without the involvement of a dopaminergic 

response (Berridge, 2007; Cannon & Palmiter, 2003; Flagel et al., 2011). Also, while it is 

assumed that dopamine neurons encode the RPE, it is also widely understood that the RPE 

signal is an incomplete and insufficient predictor of dopamine response (Inglis et al., 2020). 

To illustrate, dopaminergic activity is also documented in response to salient information and 

novel experiences with no connection to reward (Horvitz, 2002), and significant individual 

differences exist in the magnitude of dopamine RPE responses, for example varying with 

personality type (Pickering & Pesola, 2014).  

 

Consequently, the picture concerning dopamine function during reward based learning and 

decision making is far from complete; however, a full review of dopaminergic function is 

outside the potential scope of this thesis (for further details see Bromberg-Martin, Matsumoto, 

& Hikosaka, 2010; Schultz, 2016; Wise, 2004). For now, it is sufficient that neural 

representations of PEs signalling updates to beliefs about rewards in humans can be detected 

using electrophysiological recording methods, verified by non-human animal and human 

imaging research, as we take this approach in Chapters 2 and 3 using EEG and in Chapter 

5 using MEG. In fact, it is thought that superficial pyramidal cells encoding PE signals 

represent a substantial quantity of the M/EEG signal (Buffalo et al., 2011; Edwards et al., 2012; 

Friston & Kiebel, 2009a).  

 

1.3.2 From prediction to action 

 

Predictions, however accurate, do not in and of themselves elicit rewards; this only occurs 

when we mandate actions, interact with our environment, and elicit feedback. Consequently, 

it might seem plausible to suggest that the highest aim for predictive learning is to stimulate 

accurate action selection (Niv, 2009). As mentioned above, instrumental conditioning 

describes the process by which a learning agent takes on a new repertoire of responses that 

can result in receiving rewards or avoiding punishments (reinforced learning). Below we take 

on one specific realisation of how state values can be used to inform actions selection using 



Q-learning. But before that, we must briefly discuss how behavioural policies are formulated 

using Q-functions and the Bellman equation.  

 

1.3.2.1 Behavioural Policy 

 

As touched on above, the learning agent’s behavioural policy is defined by 𝜋: 𝑆 → 𝐴, which 

denotes that for all possible states of the environment 𝑠 ∈ 𝑆 there is a corresponding action 

the agent will take 𝑎 ∈ 𝐴(𝑠). This behavioural policy is then refined toward some value function 

as specified in the TD model. However, this does not provide information concerning the 

alternative possible actions for any given state 𝐴(𝑠) ≠ 𝜋(𝑠). For that, we need a state-action-

value function known as a Q-function: 𝑄𝜋(𝑠, 𝑎). This gives values for all potential actions 𝑎 ∈

𝐴(𝑠) for all possible states 𝑠 ∈ 𝑆 in the learning agent’s environment. Given this definition, an 

optimal policy 𝜋∗can be mathematically defined as: 

 

 
𝜋∗(𝑠): = 𝑎𝑟𝑔𝑚𝑎𝑥𝑄∗(𝑠, 𝑎) 

                 a 
(3) 

 

Yet the optimal values for 𝑄∗(𝑠, 𝑎) are unknown. These can be derived using the Bellman 

equation (Bellman, 1958), which is used to calculate how valuable a learner should estimate 

each state is, given they aim to maximise reward in that environment. While we do not have 

space here to consider Bellman’s principle of optimality and dynamic programming based on 

recursion (Bellman, 1966), the important part to take away is that the TD learning model used 

Bellman’s concept that an optimal behavioural policy would be one that sums immediate 

reward with discounted future estimated reward and combined that with PE-based learning.  

 

1.3.2.2 Q-Learning 

 

The final link forming the foundation of RL approaches we will consider here—before moving 

on to a generative model-based approach built on these foundations—is Q-learning, a type of 

trial and error technique used to update the value of alternative actions (Watkins & Dayan, 

1992). Q-learning proceeds as an iterative process of updating the Q-value using TD learning. 

It diverges from TD by distinguishing the policy 𝜋 from the values, which update Q-value 

estimates using the Bellman equation. To make this clearer, Q-learning is alternatively known 

as an off-policy RL approach. This is because the action performed at any given time does 

not need to comply with the behavioural policy. Instead, the Q-value is updated using the state 

𝑠𝑡, the action executed 𝑎𝑡 (that is not necessarily from 𝜋(𝑠𝑡)), and the reward experienced Rt+1 

in the following state 𝑠𝑡+1: 



 

 
Δ𝑄(𝑠𝑡 , 𝑎𝑡) = 𝑄(𝑠𝑡 , 𝑎𝑡) + 𝛼 ⋅ [(𝑅𝑡+1 + 𝛾𝑚𝑎𝑥𝑄(𝑠𝑡+1, 𝑎𝑡+1)) − 𝑄(𝑠𝑡 , 𝑎𝑡)]  

                                                     at+1 

(4) 

 

The maximum operator means the best future discounted reward updates the Q-value 

function. Again, the learning rate is given by 𝛼 and the discount function by 𝛾. The goal of Q-

learning is to find the optimal policy by learning the optimal Q-values (Q*) for each state-action 

pair. One further useful component is that a learning agent can describe how good an action 

and state is using a single number, which, as mentioned before in Section 1.2.3, may serve 

to update values represented in the OFC in humans (Schuck et al., 2016). The above Q-

learning procedure provides a simple update rule whereby a learner can perform optimally in 

a state it first is wholly ignorant of, simply by gaining sufficient experience.  

 

The simplicity of fitting Q-learning models to behaviour has since furnished a more complete 

mechanistic description of animal predictive learning using the reinforcement approaches 

detailed above, and also informed multiple studies testing the influence of pharmacological 

modulation on behaviour (Marshall et al., 2016; Rutledge et al., 2009).  

 

1.3.2.3 Q-learning in the brain 

 

Neurobiologically, the striatum is thought to be the ideal candidate for value learning and 

action selection in the brain (Dayan & Daw, 2008; Doya, 2000; Reynolds et al., 2001; 

Samejima et al., 2005). Interestingly, when the basal ganglia is not functioning properly, the 

capacity to pair outcomes to actions is inoperative, resembling defective Q-value learning 

(Mishkin et al., 1984). Our understanding has since been sharpened toward striatal cells, with 

human fMRI work demonstrating neural correlates of action-values in the striatum (FitzGerald 

et al., 2012; Pessiglione et al., 2006). More contemporary evidence points to the VS being 

linked to distinct processes, from information expectation to the anticipation and receipt of 

reward (Filimon et al., 2020). In a study by Samejima et al. (2005)—where monkeys made 

voluntary saccades to spatial locations to obtain rewards with varying probability—striatal cells 

tracked the value of making a saccade in line with the contingencies of reward, to either the 

left or right. Along with other animal studies (Lau & Glimcher, 2008; Seo et al., 2012), this 

evidence suggests cells in the striatum code for action values. While the exact nature and 

subtleties of how these kinds of RL algorithms are organised and enacted in the brain are still 

under discussion (Vo et al., 2014), robust connections between dopaminergic neurons in the 

VTA and substantia nigra (realising RPEs) and the striatum (Haber, 2003) form a persuading 

case for an action selection system (Frank, 2011). This is particularly compelling given akinetic 



mutism, an apathetic disorder leading to failed action selection in humans resulting from a 

lesioned striatum.  

 

In addition, Parkinson's disease is typified by a depletion in dopamine neurons in the 

substantia nigra (Dauer & Przedborski, 2003; Frank, 2005). These dopaminergic neurons are 

thought vital to RL through representing the delta PE function (Schultz et al., 1997). However, 

our understanding of the relationship between phasic and tonic dopamine firing and decision 

making and Parkinson’s is complex and remains incomplete (Moustafa & Gluck, 2011; 

Rutledge et al., 2009). What we do know is that Parkinson's impairs decision making (Frank 

et al., 2007; Shohamy et al., 2005) and action (Denny-Brown, 1962; Jankovic & Tolosa, 2007; 

Koller, 1992; Martin, 1967; Wiecki & Frank, 2010), and that tonic levels of dopamine are linked 

with situation recognition (Redish et al., 2007) and movement motivation or invigoration 

(Berridge, 2012; Berridge & Robinson, 2003; Friston et al., 2012; Kurniawan et al., 2011; 

Montague, 2006; Niv et al., 2007; Salamone et al., 2009; Wise, 2004). As a final consideration, 

it is also possible to simulate dopaminergic lesions and display dysfunctional behavioural 

responses like in Parkinson's disease by altering the precision (uncertainty) associated with 

PE signals encoded by dopaminergic firing (FitzGerald, Dolan, et al., 2015; Friston et al., 

2012). Put together, the case above for the motif of reward learning is one where the updated 

connection is regulated by the potency of the dopaminergic input coming from RPE signals. 

Actions commissioned toward some rewarding outcome will update the behaviour policy, and 

this process has been shown by calculating the degree of synaptic potentiation after 

intracranial self stimulation of the substantia nigra in the basal nuclei (Reynolds et al., 2001). 

 

1.3.2.4 The limits of reinforcement-learning 

 

Q-learning and other RL approaches thus describe how learning agents arrive at a behavioural 

policy without any knowledge of the environment's reward structure. RL algorithms like these 

have found many wider applications in artificial (machine) intelligence. Yet their simplicity in 

reducing complex learning patterns down to the sole aim of tracking a single value via an 

update term is limited. Human learning in the brain resolves multiple classes of problems 

simultaneously. Biological learning exhibits far greater levels of dynamic and adaptive learning 

complexity. For these types of uncertain and changing problems, information theory indicates 

that RL may be suboptimal (MacKay & Mac, 2003). A better method when working with the 

kinds of dynamic states that comprise our world, according to probability theory, is to quantify 

uncertainty and represent beliefs as probability distributions (Jaynes, 2003; O’Reilly et al., 

2012). RL does not provide us with the capability of rendering our confidence and using this 

to inform future learning. Nor does it typically perform well as a model of learning in changing 



environments. Thus, within a neurobiological context, RL appears too simple for most real-

world learning problems.  

 

Take for example a simple case of learning from a coin toss where you bet on tails. Using a 

model-free RL approach Vheads= 0 and Vtails = 1. Before the toss, a value of 0.5 would be placed 

on the outcome. When the fortuitous tails is revealed following the flip, a positive RPE is 

commissioned (+0.5). Given a heads outcome, this would be negative (−0.5). The 

unambiguous product of this scenario is the mandating of RPEs when there is precisely 

nothing to learn. Yet as we will see in the sections to come when including a model of the 

environment in human learning, one would represent the statistical composition of coin flips 

as having a probability of 0.5. While a coin flip may elicit a response from observing the 

outcome, knowing that the coins are completely unbiased would ensure the information does 

not update beliefs about the statistical structure of the possible outcomes. Numerous studies 

have, however, demonstrated that the resolution of probabilistic events that drift from 0.5 elicit 

strong dopaminergic responses in the brain (D’Ardenne et al., 2008; Gläscher et al., 2010; 

Hart et al., 2014; Rutledge et al., 2010; Wolfram Schultz, 2015).  

 

Thus the primary limitation of reinforcement models is the inability to calculate and use 

uncertainty to inform beliefs. Irrespective of the number of flips we make, V prior to the flip is 

always precisely the same as though a reward had been encountered. We are left with the 

poorly rendered characterisation of a world in which we could flip a coin 5000 times and still 

learn wholly nothing about the reward state. Given a model, we could learn the subtleties of 

the coin, perhaps slight imbalances in the physical properties that lead to a bias. But a RL 

model provides us with no means to represent that decreasing uncertainty with each flip. 

Implications for the neurobiology underlying this incautious process would be the complete 

saturation of the brain in dopaminergic output. This would consequently lead to defective 

adaptation in the brain associated with events where no learning should have occurred (Niv, 

2009; Yu & Dayan, 2005). While some have attempted to incorporate uncertainty into RL 

(Preuschoff & Bossaerts, 2007), the majority consider it a critical shortcoming (Clark, 2015; 

Glimcher & Fehr, 2013).  

  

1.3.2.5 Models of behaviour 

 

As alluded to above, the model-free approach describes a learning agent who does not use 

an internal model of the learning environment. Intuitively, this seems like a poor resolution 

description of human learning: applying trial and error as a solution to all scenarios that require 

learning. Model-free RL methods also perform poorly when reinforcers are not forthcoming 



from the world or if they are few and far between. For instance, when humans participate in 

intricate arrangements of behavioural sequences to obtain a far off goal where reward may 

not be received in the intermediate junctures or pauses—such as dieting. The distinction 

between behaviour that is modelled and reinforcement learning descriptions that do not 

require a model is also bolstered by experimental psychology research on reinforcer 

devaluation. Independent habitual and goal-directed systems were established by carefully 

observing the behavioural responses of animals taught to obtain food from lever presses 

(Everitt & Robbins, 2005; Redish, 2013). After devaluing (by pairing outcomes to undesirable 

ones using quinine or saline) one would expect continued lever pressing (stimulus-response) 

if only reinforced habitual responses controlled learning. Alternatively, one would expect 

extinguished lever pressing if the devaluation of the goal-directed response had been changed 

(Adams & Dickinson, 1981).  

 

Devaluation thus gave a straightforward and sophisticated means to test the characteristics of 

learning from behavioural responses. We also know from a welter of research, in the tradition 

of Helmholtz’s (1866)—to be discussed in more detail in the following chapter on Bayesian 

learning—that the assignment of perception is to reassemble from noisy sensory data the true 

latent structure of the world (Gregory, 1980). Accordingly, we conceive of perception as an 

inversion of the generated model of sensory data from our environment. Using predictive 

learning to infer upon the causes of these sensory inputs can further fine-tune an accurate 

model of the world, and this is irrespective of reward or explicit reinforcers (Arnal & Giraud, 

2012; Dayan et al., 1995; Hohwy, 2013; Llinas, 2002; Summerfield et al., 2006; Yon et al., 

2018).  

 

Specific evidence of the brain making predictions about upcoming sensory events comes from 

(as just one out of numerous possible examples) an fMRI study where BOLD activity from the 

visual cortex was decoded using a separate localiser to determine the processing pattern 

when perceiving distinct colours, such as yellow (Bannert & Bartels, 2013). Subsequently, the 

authors gave grayscale images of bananas and demonstrated that human participants actively 

predict the properties of visual stimuli (such as the absent yellow from the banana) by 

recovering fMRI activity previously linked with the perception of yellow (Bannert & Bartels, 

2013).  

 

The history of work on human and animal cognition shows that our understanding has not 

been limited to only reinforced learning, with animals being proposed to use internal models 

of their immediate surroundings to find reward from as early as Tolman’s rats (Tolman, 1948). 

Recent research using a task designed to test the part played by model-free learning and the 



part played by model-based learning shows that the brain uses both, with prefrontal dopamine 

associated more with model-based learning and striatal dopamine with model-free learning 

(Doll et al., 2016). Put simply, both model and model-free algorithms are thought to work 

concurrently (Daw et al., 2011; Wunderlich, Dayan, et al., 2012). Model-based approaches, 

while more complex, are vastly more flexible. In terms of RL, agents can use a generative 

model to shepherd learning to different states based on a modelled network to other such 

states (Dayan, 1993). Models further allow us to plan, conceive of, contemplate, and imagine 

a newly valued state—and in which way we can obtain it. Continued examination of the relative 

contribution of model-free and model-based learning algorithms shows that the equilibrium 

can be modulated by dopamine (Wunderlich, Smittenaar, et al., 2012) and the balance can be 

interfered with by the functioning of the DLPFC (Smittenaar et al., 2013). Moreover, and of 

particular relevance to the work presented in this thesis, uncertainty processing in the 

frontopolar cortex arbitrates between model-based and model-free learning (Lee et al., 2014). 

The work comprising this thesis will introduce how the brain uses a hierarchical generative 

model to learn the statistical composition of its reward environment. We also elaborate upon 

the role emotional states like anxiety play in shaping how we construct, retain or update our 

internal model.  

 

1.3.3 Summary and relevance 

 

Let us pause for a moment to consider the role of the RL algorithms of the last section for the 

work in this thesis. The foundation of learning is the difference signal: the surprise elicited 

when learning the associations between a stimulus, an action, and a reward. The RW model 

gives us a trial-based detailing of how sensory inputs are paired with rewards. The TD model 

contributed to our understanding of how a learning agent can seize upon the closest predictor 

of reward. And the later introduced Q-learning algorithm formally illustrates how learners 

choose actions to acquire rewards. At all events, these mathematical descriptions have proven 

practical and of beneficial use for investigating the neural correlates of learning computations 

and system processes in the brain. However, RL algorithms do not incorporate uncertainty, a 

compelling wrinkle to be taken up in later models better suited to describe human learning in 

real-world uncertain environments. Models provide a means to incorporate dynamics and 

uncertainty into our understanding of human learning, affording adaptable behaviour and 

planning. Models also aid in the testing of and bridging between the different levels of analysis: 

the computational, the algorithmic, and the physical. From an evolutionary selection 

perspective, we might also expect human learning to correspond closely to a statistical 

optimum; in the section to follow, we explore research detailing how the brain continuously 

uses and refines a generative model of its sensory input. 



1.4 Learning from dynamic and uncertain environments 

 

Everyday environments are replete with uncertainty. While autonomic responses in animals 

efficiently deal with fixed contexts, most real-world and interesting decisions are made under 

conditions where environmental contingencies change. To illustrate just how important the 

brain is for making decisions under uncertain conditions, consider the autonomic response 

action-selection system of reflexes. This describes a genetically hardwired system that affords 

an organism a direct one to one mapping between incoming sensory data and response. Aside 

from some reflexes connecting with the brainstem, the brain beyond is not involved with these 

action-selection responses. The reflex action-selection system is woven into our spinal cords 

and peripheral nervous systems so as to be effectively without uncertainty. These are the 

simplest kinds of decisions we can make, learned over the course of an evolutionary time 

scale—rather than being learned from birth. The opportunity they provide us, among many 

others, is the kind of rapid response necessary to avoid danger—such as with the retraction 

of a hand gripping a searing hot baking tin. While we have the ability to cognitively override 

these reflex responses, the above simply serves to demonstrate how the acutely 

overwhelming number of situations where uncertainty flourishes are typically responded to 

using the brain. The intricate and sophisticated manoeuvres of which are concerned with 

seizing upon which decisions to make given uncertain contexts. In fact, recent theoretical 

accounts of predictive processing suggest that the principal function of the neocortex is to 

reduce uncertainty by forming increasingly accurate predictions about upcoming events 

(Clark, 2013b; Friston, 2005; Heeger, 2017; Hohwy, 2016; Rao & Ballard, 1999; Shipp, 2016). 

 

1.4.1 Bayesian inference 

 

Uncertainty, however, makes optimising predictive behaviour challenging (Behrens et al., 

2007; Clark, 2013b; Knill & Pouget, 2004). To operate successfully we need to estimate the 

hidden states in our world, adapt to their changes, and determine the uncertainty of our 

estimations (Friston, 2005; Friston & Kiebel, 2009a; Shipp, 2016; Summerfield & de Lange, 

2014). While the brain is placed under a heavy demand to process this deluge of uncertainty, 

current theoretical accounts assert that it does so by optimally quantifying uncertainty using 

Bayes’ Theorem; that is, performing inference on uncertain quantities according to the rules 

of probability theory (Jaynes, 2003). Bayesian inference thus provides the ideal computational 

and conceptual tools to update probabilistic beliefs during continuous learning about uncertain 

states (maximizing Bayesian model evidence, see Clark, 2013b; Friston, 2010; Friston, Parr, 

et al., 2017; Hohwy, 2016; Mumford, 1992). More simply put, our generative model of the 



hidden states in the world is a compromise between what we knew before and any new 

information. This accommodates both inference at the perceptual level (where sensory input 

refines higher-level hypotheses about the world) and active inference (where predictions 

motivate actions to confirm prior beliefs). Mathematically, Bayes’ theorem—explicitly 

conditioned upon a generative model—is articulated by the below expression: 

 

 𝑝(𝑥|𝑦, 𝑚)  =  
𝑝(𝑦|𝑥, 𝑚) 𝑝(𝑥|𝑚)

𝑝(𝑦|𝑚)
 (5) 

 

Where our posterior belief or generative model m about the world p(x|y, m) consists of the 

probability of the hidden states x conditional upon some observed sensory data y. This 

posterior estimate is calculated as proportional to the likelihood function p(y|x,m) times the 

prior probability p(x|m) weighted by the uncertainty (or its inverse, precision) of each. The 

model evidence p(y|m) is a normalisation constant that can be used in Bayesian model 

comparison (Da Costa et al., 2020; Stephan, Manjaly, et al., 2016).  

 

In this Bayesian framework, beliefs are represented as probability distributions rather than 

point estimates (Doya et al., 2007; O’Reilly et al., 2012). The method by which organisms 

might calculate these probabilistic belief estimates is still an open and thrilling topic of debate 

(Beck et al., 2008; Deneve, 2008; Ma et al., 2006; Ma & Jazayeri, 2014; Pouget et al., 2013). 

Importantly, harking back to Helmholtz (1866), perception in Bayesian inference is considered 

the inversion of this generative model (de Lange et al., 2018; Friston, 2003; Hohwy, 2013; 

Mathys et al., 2014; Press & Yon, 2019; Stephan, Manjaly, et al., 2016; Summerfield & 

Koechlin, 2008). And the question of how humans invert this generative model is also an 

unresolved and hotly debated topic (Bassett et al., 2018; Betzel & Bassett, 2017; Frässle et 

al., 2018; Friston, 2003; Friston et al., 2014). We will not rehash that debate here, choosing 

instead to focus on one inversion procedure to approximate Bayesian inference as provided 

by the Hierarchical Gaussian Filter, detailed in Section 1.4.6. 

 

There are multiple and distinct sources of noisy sensory information that we receive from both 

the world and from within our body (Ainley et al., 2016; Bland & Schaefer, 2012; O’Reilly, 

2013; Seth & Friston, 2016; Yu & Dayan, 2005). Much of our cerebral operations consist of 

combining these multiple uncertain information sources, with neural processing of these 

events being intrinsically uncertain (O’Reilly et al., 2012). The probability of these events can 

be described in Bayesian systems as using a Probability Density Function (PDF). Given the 

presumption that the PDF is of a Gaussian distribution, our optimal assessment of the most 

likely estimate would be the mean. (Where the width of the probability distribution can be 



interpreted as the variance [σ; or, its inverse: precision π]). The variance is thus the degree of 

uncertainty we place on our estimate of the probability of some event. More precise prior 

beliefs, for instance, dominantly inform posterior belief updates. Returning to Bayesian 

inference, as touched on above, our posterior belief is a compromise of the likelihood function 

and the prior probability integrated inversely proportional to our uncertainty (i.e. using a ratio 

of precisions: the weight of the prior relative to the observation): 

 

 
𝜋𝑦

𝜋𝑥|𝑦
 (6) 

 

Where πx|y = πx + πy. How this modulates posterior beliefs is visually presented below in 

Figure 2. This ratio of precisions describes an equilibrium between sensory input and prior 

expectations, where assigning more weight or confidence to sensory processing, for instance, 

is equivalent to lowering the weight on priors and predictions. Importantly, however, disruption 

to how humans estimate precision is thought to give rise to aberrant posterior beliefs and false 

inference in various clinical populations (see Section 1.4.8, for example, in psychosis, 

schizophrenia, and autism Friston, 2017; Hauser et al., 2016; Lawson et al., 2014; Parr, 

Benrimoh, et al., 2018; Parr, Rees, et al., 2018). It is this possibility for altered or biased beliefs 

and misestimation of uncertainty that motivates the investigation of the effect of anxiety in the 

work of this thesis (Tappin & Gadsby, 2019). But here, we hypothesise that the healthy general 

population are also subject to transient changes to Bayesian belief updating, not just 

neuropsychiatric populations. 

 

 

 



 
 

Figure 2. The effect of precision-weighting posterior belief updates. For the middle and lower 

panels, the mean of the probability density distribution remains the same, while precision (the inverse 

of the width of the distribution: π = 1/σ2) is modulated. This shows the effect of precision on posterior 

belief updates. In the top panel, the prior drives the posterior update as it features higher precision than 

the likelihood distribution. The mean of the posterior is thus a compromise between the two probability 

densities and it features a higher precision than its constituent parts. In the middle panel, the prior 

remains the same, but the precision of the likelihood is increased, drawing the posterior estimate toward 

the likelihood. In the bottom panel, the precision of both the prior and likelihood are decreased, but the 

prior features a far lower precision estimate, leading to no relative change in the mean of the posterior 

estimate, but a concomitant decrease in precision.  

 

 

The merging of distinct sources of information according to precision results in an intuitive 

outcome: our posterior belief has higher precision than its constituent inputs (as our certainty 

increases by adding more unique sources of information, see Figure 3, O’Reilly et al., 2012). 

As an everyday example, consider the hapless pursuit of a mosquito in your bedroom late at 

night. Low light levels make visual estimates of the gadfly’s location of low reliability, while 

auditory and somatosensory feedback can be used with high reliability to determine proximity. 

However, to best determine, isolate, and remove the nocturnal nuisance, we need to combine 

our PDFs over visual, auditory, and somatosensory information using the Bayesian approach, 

according to our uncertainty. Clearly, in this situation, the ideal strategy is to raise the precision 

of visual sensory feedback by simply increasing the available light in the room. In experimental 

work, this has most prominently been shown in visual and haptic feedback experiments and 



in the sensorimotor domain. In a study where participants needed to judge the height of a bar 

under varying conditions of uncertain visual and haptic input, the integration of these distinct 

sensory inputs followed a Bayesian process, as described by the model of individuals’ task 

behaviour (Ernst & Banks, 2002, see Figure 3) 

 

 

 

Figure 3. The above depicts how participants in the Ernst and Banks (2002) study combined evidence 

from multiple sensory origins. The task involved participants judging the vertical measurement of a bar 

using uncertain visual and haptic sensory input (uncertainty given by precision, π = 1/σ2). As shown by 

the probability distributions above, posterior estimates of a bar position are a compromise between 

each sensory information source, and the precision of the posterior is an assimilated summation of each 

source of evidence. By increasing the relative precision of either source of information, one can 

demonstrate how the posterior density estimate is pulled toward the mean of the more precise source. 

Importantly, the Ernst and Banks (2002) study demonstrated how well individuals' behaviour in this 

visual and haptic feedback task was described by a Bayesian integration over distinct sensory input. 

But also, of particular relevance to this thesis, how important precision is for influencing posterior 

estimates—more on this to come. (Figure adapted with permission from Ernst and Banks [2002], 

Copyright © 2002, Macmillan Magazines Ltd). 

 

 

The importance of this framework is that it is a computationally optimal and conceptually 

efficient tool to perform continuous learning about uncertain states, as we are not throwing 

any information away (Rushworth et al., 2009). Practically, however, complete integration over 

the normalising constant (the denominator in Eq. 6 representing model evidence) is 

intractable, as in most interesting cases the denominator has to evaluate over the probability 

for all possible values (Blokpoel et al., 2012; Da Costa et al., 2020; Friston, 2008; Kwisthout 

& van Rooij, 2013; Mathys et al., 2011, 2014). Some compelling evidence however comes 

from a non-human primate study where neurons were shown to reason probabilistically (Yang 

& Shadlen, 2007). In that study, Yang and Shadlen (2007) trained two monkeys to select 



among pairs of coloured targets after seeing four shapes. These were displayed in a series. 

The task was to track the dynamic probabilistic reward by summing the weights associated 

with the four shapes. The authors showed that the monkeys assimilated the probabilistic 

shape combinations, also reporting single-cell recordings from the parietal cortex as 

representing the addition and subtraction of those probabilistic quantities (Yang & Shadlen, 

2007). This implies that neurons can track evidence and accumulate evidence over time, 

calculating the probability of binary outcomes.   

 

In some learning scenarios such as multi-armed bandit tasks with multiple stimulus attributes 

where the relevant attribute denoting reward changes, it has been shown that human 

participants use alternative strategies to Bayes-optimal solutions as these are too 

computationally demanding (Gershman et al., 2010; O’Reilly et al., 2012; Wilson & Niv, 2011). 

Whereas a similar but simpler binary version elicits full Bayesian learning (Wunderlich, 

Beierholm, et al., 2011). As will be explored in the subsequent Section 1.4.6 on the 

Hierarchical Gaussian Filter model, approximations using PEs and precision-weighted PEs 

(pwPEs) afford sequential belief updating—thereby reducing the complexity of full Bayesian 

inference to a simple algorithm that can be implemented by neurons (Whittington & Bogacz, 

2017). Thus a hierarchical predictive coding account represents a computationally feasible 

implementation of Bayesian inference and learning, with multiple biologically plausible 

alternatives to approximate computation of the posterior distribution (see da Costa et al., 2020; 

Mathys et al., 2011; Parr et al., 2019). 

 

Until more recently, this mechanistic account of improbability driven (‘surprisal’; or, self-

information, see Jaynes, 1957) learning of the states of environments has led to reward-

learning research being governed by reinforcement learning algorithms (Fletcher et al., 2001; 

McClure et al., 2003; O’Doherty et al., 2003; Pessiglione et al., 2006; Wunderlich, Symmonds, 

et al., 2011), while Bayesian approaches have seen more traction in other fields of work. This 

ranges from Ernst and Banks’ (2002) work on visual and haptic feedback to research showing 

how humans localise a point in space using noise sources from both visual and auditory input 

(Battaglia et al., 2003), and beyond to sensorimotor learning where movements are guided by 

combining information about the task and sensory feedback—all using Bayesian operations 

(Körding & Wolpert, 2004). The overall implication is that accounts of reward-based learning 

in the brain without probabilistic estimates and uncertainty are too basic. More recent work 

has formally described dopamine activity using the precision (uncertainty) of beliefs about 

policies (FitzGerald, Dolan, et al., 2015; Friston et al., 2014), while others have addressed the 

limitation using hierarchical Bayesian models, which we will unpack in further detail in the later 

section on learning from volatile environments (Section 1.4.4, Aitchison & Lengyel, 2017; 



Behrens et al., 2007; Courville et al., 2006; Dayan et al., 1995; de Berker et al., 2016; den 

Ouden et al., 2012; Doya et al., 2007; Iglesias et al., 2013; Roesch et al., 2012; Yu & Dayan, 

2005).  

 

1.4.2 Bayesian learning 

 

The usefulness of Bayes’ Theorem should, in light of evolutionary selection, result in 

behavioural patterns and neural processing that reach some statistical optimum (Diaconescu 

et al., 2014). That is the model propounded in the “Bayesian brain” hypothesis (Doya et al., 

2007; Friston, 2010; Knill & Pouget, 2004; Körding, 2007; Tenenbaum et al., 2011). 

Accordingly, this indicates that the brain is continually learning about the causes of and 

changes to its sensory environment. An increasingly accurate generative model of sensory 

experiences then affords inference on multiple hierarchically related hidden environmental 

states and the causes of the sensory input that generate those states (Diaconescu et al., 2014; 

Friston, 2003, 2005).  

 

As was given above, Bayesian learning proceeds as the sequential use of Bayes’ rule 

(posterior ∝ likelihood ⋅ prior) to continuously learn about the structure of uncertain states in a 

probabilistic fashion. In what now seems like a tradition for illustrative purposes, the below 

provides an example of this process from sport. The tradition is to use tennis (de Berker, 2017; 

Körding, 2007; Vernon, 2020). Yet I play the arguably more thrilling high-paced predecessor: 

squash. The Bayesian equation describing how to localise an opponent's shot, however, 

remains the same:  

 

 p(SB at Y|P of SB at Y) ∝ p(P of SB at Y|SB at Y) p(SB at Y) (7) 

 

Where the probability (p) of the perception (P) of the squash ball (SB) is given at the location 

Y. In the context of reward learning, the overarching desired outcome of winning in squash is 

a more elaborate pattern of motivational rewards. However, below we will focus on the 

narrower but no less difficult goal of predicting the most probable point in space and time that 

the squash ball will land. To optimally predict the localisation of the squash ball, we take the 

likelihood p(P of SB at Y|SB at Y; or, sensory input, and integrate it with the prior p(SB at Y), 

giving us a distribution common to all squash shots (say, the serving shot).  

 

Acquiring faithful priors can serve you well in any situation, but especially when facing the 

return shot in squash. The world record speed is 176 mph, so having a highly reliable 

distribution of typical serves as your prior can afford you extra time to achieve success 



(Williams et al., 2020). A visual illustration of this Bayesian process of combining prior and 

likelihood information can be found below when trying to return a serve in squash (Figure 4).  

 

 

 

 

Figure 4. Bayesian integration of priors and likelihoods. A squash player (the left player) attempting 

to anticipate the most probable site of the ball landing from their opponent's shot (player right). The 

posterior estimate from the prior (past experience of all serves) is shown at 50 ms (top left panel) after 

the ball has been struck by the opponent. The likelihood space is given by the indeterminate red ellipse, 

inferred from the trajectory of the ball shown by a black arrow. By combining these two probability 

estimates together, weighted by a ratio of precisions, the player can arrive at a new prior for the future 

(see time at 250 ms in the top right panel). Accompanying the prior is an updated likelihood density 

provided by the sensory feedback of the ball’s trajectory. Again, in a sequential step by step process, 

these sources of uncertain information are combined using Bayes’ rule to arrive at a more precise 

estimate of the ball’s landing position at time 550 ms (bottom panel). (Figure adapted from the original 

tennis example (Körding, 2007) using images found at Awesome Sports [2018]). 

 

 

The expression p(ball at x) articulates the prior probability of a given landing spot from a serve. 

This changes based on the inferred movements of the server on approach to hitting the ball; 

but also, from prior knowledge from a pool of typical serve styles your opponent uses and how 

often they change this style in response to your actions (these changes to contingencies are 

to be discussed in further detail in the next Section 1.4.4 concerning environmental volatility). 



If a squash player has a lot of experience and has played many games, they will a priori have 

a good idea that some serves are more likely than others. In the event a new serve is 

experienced, it can be represented as a probability density function (O’Reilly et al., 2012). And 

like the above example of combining different sources of sensory information to make a new 

posterior belief, the prior and the likelihood are also assimilated as a function of their respective 

estimated reliability, or precision. 

 

One final example from sensorimotor learning research gives compelling support for this 

Bayesian learning operation in humans (Körding & Wolpert, 2004). In that study, Körding and 

Wolpert (2004) asked participants to extend their right finger toward a target. Using virtual 

reality feedback allowed the experimenters to manipulate the degree of shift in visual feedback 

(laterally) from the participant’s finger. The experimenters modulated the degree of 

displacement on each trial, taken from a Gaussian distribution, and also modulated the fidelity 

(high, low) of sensory feedback. The results provided good evidence that participants were 

learning the prior distribution over possible displacements and fine-tuning their sensorimotor 

performance by integrating prior distributions and their sensory feedback according to their 

estimated reliability.  

 

1.4.3 Hierarchical predictive coding in the brain 

 

Before moving on to how we purportedly process different forms of uncertainty and how we 

learn in changing environments, a short section here will tie all the above components 

concerning human learning—from RL and its associated algorithms to Bayesian inference—

into one error-based learning account (Rushworth et al., 2009). This is useful as we need a 

good functional explanation of how the brain is implementing Bayesian inference in neural 

processing. Predictive coding (PC) is a process theory (Elias, 1955; Mumford, 1992; Rao & 

Ballard, 1999; Srinivasan et al., 1982) providing one algorithm in which a fixed-form 

approximation to Bayesian inference can work in neural processing by representing the 

difference between sensory input and prediction, as detailed above on TD learning and the 

dopamine RPE signal (Schultz et al., 1997). While Bayesian inference can be performed using 

alternative neural processes, like neural firing rates representing log-probabilities in population 

codes (Aitchison & Lengyel, 2017; Ma et al., 2006; Pouget et al., 2013) or direct variable 

coding (Olshausen & Field, 1996), PC—characterised by how surprising stimuli elicit higher 

neural responses than unsurprising ones—accounts for an impressive range of cognitive 

phenomena under certain assumptions (Huang & Rao, 2011; Spratling, 2017). For a PC 

account of approximate Bayesian inference, it is commonly assumed that the generative 



model is hierarchical and the posterior is Gaussian and resolves hidden states (requiring 

approximation: Laplace/mean-field, see Mathys & Weber, 2020).  

 

In what is possibly the earliest proposal of error-driven learning in the nervous system, Marr 

(1969) suggested that cerebellar plasticity (guiding action commission) is shaped by climbing 

fibre input. This was later substantiated by evidence of complex spikes in cerebellar Purkinje 

cells sharing similar properties with PE encoded signals, represented in the hypothesised 

climbing fibres during a visual-sensorimotor task (Kitazawa et al., 1998). Later, in the province 

of perception, came the work of Rao and Ballard (1999), who built upon Mumford’s (1992) 

processing hierarchy in the brain, propounding a probabilistic hierarchical PC, discriminating 

between higher levels encoding predictions and lower sensory levels encoding ascending PE 

signals. The empirical support for this comes from circuit-based modelling of the visual 

receptive field. Extra-classical receptive field stimuli have been shown to lead to the relative 

inhibition of activity in V1 (Rao et al., 2016). Also, using a PC scheme by Kalman filtering and 

a hierarchical hidden Markov model to natural images, Rao and Ballard (1999) showed how 

cortical neurons demonstrating extra-classical receptive fields are error-detecting neurons.  

 

Later Friston (2005) generalised PC by inferring beliefs and parameters from variational 

approximation to Bayesian inference. Subsequent implementation of this kind of Bayesian PC 

came from a rendition with multiple hierarchical levels termed the ‘free-energy principle’ (a 

special case wielding a particular type of dynamic probabilistic generative model and class of 

variational filtering, see Friston, 2005, 2010; Friston & Kiebel, 2009a). The free energy 

principle ostensibly shares many similar properties with the Rao and Ballard (1999) procedure. 

Both submit to a laminar specific hierarchical account vacillating between prediction and 

unexplained ‘newsworthy’ errors, the latter transmitted using inter-cortical feedforward 

connections. Yet the variables in the free energy model represent the statistics of the value 

signals, as opposed to the value of signals themselves, estimating posterior probability 

densities (Spratling, 2017). The proponents of the free energy principle describe active 

inference as the minimisation of variational free energy (equivalent to optimising the 

generative model, mirroring real-world statistics) and expected free energy (obtaining 

preferred outcomes and circumnavigating surprise, on average, see da Costa et al. [2020)] for 

more detail). To avoid becoming entrenched in the nuts and bolts here, it is sufficient to say 

that in using an active inference approach (the normative minimisation of surprise or 

misprediction [uncertainty] and variational free energy) we also implicitly maximise Bayesian 

model evidence in executing approximate Bayesian inference (Friston, Parr, et al., 2017; 

Sengupta et al., 2016; Sengupta & Friston, 2017). And this is precisely where active inference 

is coterminous with the Bayesian brain (Aitchison & Lengyel, 2017; Friston, 2012; Knill & 



Pouget, 2004)—in self-evidencing (Hohwy, 2016) and resolving uncertainty (Friston, Parr, et 

al., 2017).  

 

This free-energy formulation of Bayesian hierarchical PC has contributed to an overwhelming 

number of new predictions concerning ‘surprisal’ in the brain, tested using electrophysiological 

and fMRI data (Cole et al., 2020; Deserno et al., 2020; Diaconescu, Litvak, et al., 2017; 

Diaconescu, Mathys, et al., 2017; Diaconescu et al., 2019; Garrido et al., 2008; Henco et al., 

2020; Iglesias et al., 2021; Kolossa et al., 2015; Liu et al., 2021; Maheu et al., 2019; Mars et 

al., 2008; Nassar, Bruckner, et al., 2019; Nassar, McGuire, et al., 2019; Powers et al., 2017; 

Stefanics et al., 2018; Summerfield et al., 2006; Weber et al., 2020). The Bayesian PC 

framework thus involves a generative model of the environment, optimised through sensory 

data (Friston, 2005, 2010; Mumford, 1992; Rao & Ballard, 1999; Srinivasan et al., 1982). The 

model is updated using empirical Bayes in functional hierarchical architecture (Friston, 2005; 

Knill & Pouget, 2004). 

 

The cortical mechanisms and evidence for PC in the brain has been comprehensively 

reviewed in several sensational reviews (Bastos et al., 2012; Keller & Mrsic-Flogel, 2018; 

Shipp, 2016; Summerfield & de Lange, 2014). Below I merely touch upon the basic and 

necessary components of the requisite neural architecture to stimulate the research that 

comprises this thesis. PC theory utilises the hierarchical composition of the cortex to 

implement a hierarchical generative model of the world, transmitting predictions (backward) to 

suppress the processing of expected (forward) sensory signals (Clark, 2013a; den Ouden et 

al., 2009; Shipp, 2016). When predictions mismatch with input, a state PE signal is transmitted 

unimpeded up the cortical hierarchy to refine the internal model (predictions) of the system 

(Friston, Parr, et al., 2017; Friston & Kiebel, 2009b).  

 

Predictions are thought to be sent down deeper cortical layers (layer 5: larger pyramidal cells) 

from empirical prior beliefs (layer 3: smaller pyramidal cells), while error signals are transmitted 

up to meet predictions (layer 4 spiny stellate cells to layer 3: Bastos et al., 2012; Friston, 2008; 

Haeusler & Maass, 2007; Harris & Shepherd, 2015; Lübke et al., 2000; Peters et al., 2017; 

Ramaswamy & Markram, 2015; Rao & Ballard, 1999; Shipp, 2016). This global policy of 

refining a generative model through measuring and reducing PEs is thought to dampen the 

activity of error residuals arising in supragranular layers in superficial pyramidal cells (Barone 

et al., 2000; Edwards et al., 2012; Friston & Kiebel, 2009a; Shipp, 2016). It has since become 

clearer that this interplay of prediction and error across multiple hierarchical levels reaches 

beyond early sensory processing to higher cognitive processes, including a diverse panoply 

of cognition, from social learning, decision-making, attentional processes, to emotion, mood, 



and interoception (Daunizeau, den Ouden, Pessiglione, Kiebel, Stephan, et al., 2010; 

Diaconescu et al., 2014; Diaconescu, Mathys, et al., 2017; Hunt et al., 2014, 2017; Hunt & 

Hayden, 2017; Schwartenbeck, FitzGerald, Mathys, Dolan, Kronbichler, et al., 2015; Seth, 

2013; Seth & Friston, 2016; Vossel et al., 2014).   

 

Forward (predominantly excitatory) intrinsic connectivity and backward prediction-based 

(generally inhibitory) hierarchical message passing, also discussed in the context of PC is 

thought laminar-specific and realised using ‘canonical microcircuits’ mediated by distinct 

oscillatory waves (Arnal & Giraud, 2012; Bastos et al., 2012; Bastos, Litvak et al., 2015; 

Bastos, Vezoli et al., 2015; Douglas & Martin, 1991; Friston, Parr, et al., 2017; Gilbert, 1983; 

Haeusler & Maass, 2007; Heinzle et al., 2007; Thomson & Bannister, 2003). The spectral 

asymmetries of oscillatory patterns between descending predictions and ascending error 

discrepancy signals are discussed in great detail along with neural and physiological evidence 

in work by others (see  Adams et al., 2013; Bastos et al., 2012; Bastos et al., 2015, 2018, 

2020; Friston, 2008; Mumford, 1992; Sedley et al., 2016; Shipp, 2005, 2016; Shipp et al., 

2013). Importantly, in Chapters 3 and 5 we aim to test the impact of anxiety on the neural 

oscillations of the PC process, discussed in more detail in Section 1.5.  

 

It is sufficient for this chapter to take a flying review of the evidence from human 

electro/magnetoencephalography (MEG/EEG) and monkey electrocorticography. Studies 

suggest that feedforward PE signals are encoded by faster gamma oscillations (>30 Hz), while 

backward descending predictions are expressed in lower alpha (8–12 Hz) and beta-band (13–

30 Hz) oscillations (Alamia & Van Rullen, 2019; Arnal & Giraud, 2012; Auksztulewicz & Friston, 

2016; Bastos et al., 2012; Bauer et al., 2006; Brodski et al., 2015; Cao et al., 2017; Friston, 

2005; Mayer et al., 2016; Pinotsis et al., 2016; Van Kerkoerle et al., 2014; van Pelt et al., 2016; 

Wang, 2010). For PC, alpha/beta-band activity is usually associated with afferent inhibitory 

effects that gates sensory processing (Arnal & Giraud, 2012; Jensen et al., 2012; Jensen & 

Mazaheri, 2010; Sedley et al., 2016; van Ede et al., 2011). While gamma-band activity 

(predominant in superficial layers) mediates the propagation of feedforward PE signals (Arnal 

& Giraud, 2012; Bastos, Litvak et al., 2015; Bauer et al., 2014; Engel et al., 2001; Michalareas 

et al., 2016; Sedley et al., 2016; Todorovic et al., 2011; van Pelt et al., 2016; Wang, 2010). 

This is most evident in visual cortex studies where asymmetry is shown between alpha/beta-

band synchronisation in infragranular layers and gamma-band in supragranular layers, with 

alpha/beta functionally inhibiting the processing of sensory input spiking, suppressing gamma 

oscillations (Arnal & Giraud, 2012; Bastos et al., 2012; Bastos, Litvak et al., 2015; Buffalo et 

al., 2011; Gould et al., 2011; Michalareas et al., 2016; Roberts et al., 2013; Xing et al., 2012). 

Whether these rhythmic attributes in the PC framework represent one neural process by which 



affective states like anxiety can influence belief updating and shape learning, however, 

remains unknown. This will be unpacked and demystified in Chapters 3 and 5 and in the 

pages that follow. 

 

A further recent nuance to the PC scheme has been proposed which specifies the lack of 

unique functional circuits for the computation and transmission of PEs (Bastos et al., 2020). 

Instead, known inter-cortical connections for distinct processing streams (sensory, attention, 

working memory and so on) operate the predictive functions outlined above. Among PC and 

neural oscillation papers, there is typically no consistent distinction made between alpha and 

beta rhythms as characterising predictions (Auksztulewicz et al., 2017; Bastos, Litvak et al., 

2015; Bauer et al., 2014; Buffalo et al., 2011; Friston, 2019; Roberts et al., 2013; Xing et al., 

2012). But in the more recent predictive routing, Bastos and colleagues test alpha and beta 

independently to understand how they transmit top-down signals that suppress the expression 

of gamma rhythms that aid in the spiking of sensory signals (Bastos et al., 2020). As such, the 

expression of alpha and beta oscillations encoding predictions that dampen PE responses has 

now been widely shown across multiple modalities, from visual (Gould et al., 2011; Rohenkohl 

et al., 2012) and motor (Palmer et al., 2019; Schoffelen et al., 2005), to somatosensory (van 

Ede et al., 2011) and auditory (Sedley et al., 2016; Todorovic et al., 2015) domains. Yet as of 

the time of writing this thesis, no studies focusing on the neural oscillations of PC in humans 

while learning from reward have been reported. We aimed to address this in Chapter 3 using 

EEG in both a state anxious and control group, and in Chapter 5 using MEG in a high trait 

anxious and low trait anxious group. We aim to show how anxiety impacts reward-based 

learning and moreover the learning signals used during Bayesian PC belief updating in the 

brain.   

 

The role of uncertainty estimates in predictive learning within dynamic environments can be 

observed in the weighting of PE signals according to the estimated reliability of both 

predictions and incoming sensory events (Bauer et al., 2014; Feldman & Friston, 2010; Kok 

et al., 2012; O’Reilly, 2013; Payzan-LeNestour & Bossaerts, 2011). This estimate of 

uncertainty regulates the influence of PE signals on belief updating by modulating the gain of 

neuronal populations encoding PEs (Feldman & Friston, 2010; Knill & Pouget, 2004; Kok et 

al., 2012). These are termed precision-weighted PEs (pwPEs). In this way, the relative 

precision weights serve to enhance or suppress the impact of PEs on updates to posterior 

beliefs (Feldman & Friston, 2010; Kanai et al., 2015). More plainly stated, the greater the 

precision, the more influence on belief updates (Peters et al., 2017). Precision is thought to be 

neurobiologically implemented by neuromodulators such as dopamine and acetylcholine, 

which we expand upon below in Section 1.4.8.4.  



 

In this thesis, we address the question of how pwPEs are represented in both the time 

(Chapter 2) and frequency domain (Chapters 3 and 5). Critically, as discussed above, more 

precise posterior beliefs (predictions) may be associated with a preponderance of alpha and 

beta waves that suppress forward ascending error signals relayed through gamma waves 

(Bauer et al., 2014). This equates to slower updates to beliefs. By contrast, when we have 

little prior knowledge of state statistics or an unexpected change to the environment has 

recently occurred (or sensory informational uncertainty is high) an increase in gamma waves 

is anticipated with error signals travelling forward to update beliefs (Arnal & Giraud, 2012; 

Auksztulewicz et al., 2017; Fries et al., 2002; Womelsdorf et al., 2006). To the authors’ 

knowledge, scant evidence exists on a spectral correlation to modulatory precision. Although, 

work by Sedley (2016) and later Palmer et al. (2019) suggests precision weights are 

modulated in alpha oscillations.  

 

To summarise, in a hierarchical PC framework, if we can minimise PEs then we have a 

sufficient explanation or probabilistic belief about the causes of our sensations. The precision 

(uncertainty) of these beliefs are vitally important for Bayesian accounts of PC. Precision in 

this Bayesian PC framework acts as a kind of transistor, a synaptic gain control mechanism 

modulating the impact of error signals, equivalent to attention (Eldar et al., 2013; Feldman & 

Friston, 2010). Importantly, precision itself needs to be estimated and optimised to minimise 

the resultant pwPEs (Parr & Friston, 2018). At the neural transmitter level, several 

neuromodulators are putatively involved in encoding precision. The cholinergic system 

through acetylcholine receptors is thought responsible for changes to the precision of the 

likelihood, as it is known to contribute toward modulating the gain of sensory evoked 

responses (Disney et al., 2007; Gil et al., 1997; Parr & Friston, 2018). This is further 

substantiated by evidence of alterations to effective connectivity and behavioural modelling 

using pharmacological manipulation (Marshall et al., 2016; Moran et al., 2013; Vossel et al., 

2014). In a captivating study, acetylcholine was shown to balance the assignment of 

uncertainty to either noise or environmental changes (Marshall et al., 2016). 

 

Dopamine has also been connected to the encoding of precision, specifically concerning 

policies, with post-synaptic connections terminating on striatal medium spiny neurons (Freund 

et al., 1984; Yager et al., 2015). Later fMRI neuroimaging work supplied further evidence of 

the role dopamine plays in determining precision changes to policies (Schwartenbeck, 

FitzGerald, Mathys, Dolan, & Friston, 2015), again bolstered by pharmacological manipulation 

experiments that modelled behaviour (Marshall et al., 2016). Lastly, noradrenaline has also 

been implicated in the encoding of surprise (low precision input) and transitions (volatility) 



through pupil dilation and associated activity in the locus coeruleus (Aston-Jones & Cohen, 

2005; Eldar et al., 2013; Lavine et al., 1997; Liao et al., 2016; Parr & Friston, 2018; Vincent et 

al., 2019). 

 

At the electrophysiological level, precision has been associated with different hierarchically 

related PEs in a distinct temporal and spatial hierarchy (Diaconescu, Litvak, et al., 2017). The 

auditory MMN event-related response has consistently been used as evidence for statistical 

learning of the latent structure of the sensory world (Näätänen et al., 2005; Paavilainen et al., 

1999). Predictable trains of stimuli inhibit the MMN while surprising events elicit a large 

electrophysiological response. This, it is thought, represents model updating across the 

auditory hierarchy (Garrido et al., 2009; Lieder et al., 2013; Weber et al., 2020; Winkler, 2007). 

Importantly, several difference waveforms known to ERP research, such as the MMN and 

error-related negativity (ERN), are interpreted as the difference in pwPE signal between 

predicted and unpredicted stimuli (Holroyd et al., 2003; Lumaca & Trusbak Haumann, 2019; 

Sambrook & Goslin, 2015; Weber et al., 2020; Yasuda et al., 2004). Whether it is in visual 

perception (Brown & Friston, 2012), sensorimotor learning (Palmer et al., 2019), visual or 

auditory mismatch (Lumaca & Trusbak Haumann, 2019; Weber et al., 2018), or reward-

learning tasks (Bellebaum & Daum, 2008; Holroyd et al., 2003; Philiastides et al., 2010; 

Yasuda et al., 2004). A combined EEG and fMRI study tracking the spatial and temporal 

sequence of distinct PE signals and their associated precision showed a mirroring of the 

predicted dynamics and order of hierarchical Bayesian belief computations, with lower-level 

PEs and precision occurring earlier and across sensory regions, and higher-level PEs and 

precision represented later and in more frontocentral regions (Diaconescu, Litvak, et al., 

2017). Exhilarating advances in EEG studies have also led to researchers distinguishing 

among lower-level pwPE signals (interpreted as responsible for updates in belief estimates, 

see Stefanics et al., 2018) and higher-level ones that contribute toward belief computations 

concerning the rate of change in our sensory environment (see Weber et al., 2020). Crucially, 

these pwPE signals are thought to be the primary contributor to changes in EEG signals 

(Friston & Kiebel, 2009a). In the next section, we will learn of the importance of pwPEs and 

how they have been tracked in tasks where there are multiple sources of uncertainty in 

dynamically changing statistical environments.  

 

1.4.4 Changing environments and Bayesian adaptation  

 

Until this point, we have been discussing how Bayesian inference in complex environments 

works, both conceptually and computationally, and within the brain. Yet complex environments 

are dynamic, unpredictably changing to unknown states (O’Reilly, 2013). These demand 



Bayesian computations be calculated continually in real-time, adapting to unforeseen changes 

to the statistical structure of an environment. The computational burden of which is only 

intensified when we need to identify and learn which variables are task-relevant (and 

consequently, participants during experimental tasks may represent irrelevant variables in the 

Bayesian joint distribution, see Gershman et al., 2010; Gottlieb et al., 2013; O’Reilly, 2013; 

Wilson & Niv, 2011). Importantly, learning agents in changing environments need to detect 

both alterations to the probabilistic contingencies which govern predictable outcomes, but also 

inhibit extemporaneous adaptations to anomalous outcomes brought on by noise (Moens & 

Zénon, 2019). That is to say, in a reward learning context, agents need to alter flexibly in 

response to environmental changes to reward contingencies, and that an infrequent absence 

of anticipated reward does not necessarily indicate a need to switch behavioural policies to an 

alternative (Daw & O’Doherty, 2014; Dayan et al., 2000; Dayan & Long, 1998; Inglis et al., 

2020; Kennerley et al., 2006). From a Bayesian perspective, this means estimating the 

probability that the present observation was sampled from the same state as prior 

observations and estimating the likelihood of change points (O’Reilly, 2013; Wilson et al., 

2010). 

 

As an everyday example, take the daily commute. Each traveller on encountering new traffic 

or delays needs to learn the origin of delay to adapt accordingly. Is the unexpected traffic a 

manifestation of a quick and temporary event such as a road incident? Or is it a symptom of 

a long term road restoration project which could interfere with commuting for months? Both 

examples represent changes to the environment. However, a road incident comes from 

incidental happenstance, leading to a degree of expected uncertainty (relevant uncertainty 

anticipated by our generative model), and therefore does not demand adaptation. While the 

second represents consequential environmental instability, which may lead to unexpected 

uncertainty used to update beliefs about the world and adapt behavioural responses—more 

on the different types of uncertainty and their neural underpinnings in due course (Soltani & 

Izquierdo, 2019). Crucially, learning algorithms need to infer the rate of change to perform 

optimally. As mentioned above, we can start to approach this by estimating the likelihood that 

prior and present outcomes are from an identical distribution, and by estimating the prior 

probability of change (O’Reilly, 2013). The latter restricts how much new data is needed to 

infer a meaningful change has happened.  

 

That said, inferring the transition function of an environment is also a vital computation that 

remains a lively area of debate (Courville et al., 2006; Mathys et al., 2011; Moens & Zénon, 

2019; O’Reilly, 2013; Soltani & Izquierdo, 2019; Wilson et al., 2010). As will be discussed in 

later chapters, different a priori beliefs of the probability of change can markedly impact the 



estimation of change points and environmental uncertainty. The transition function depends 

on the true parameters of previous trials. In Gaussian examples of transition probabilities, the 

change is smooth and diffuse. For environments where the parameters ratchet up or down, 

the environment can best be described using sudden change points (O’Reilly, 2013). 

Consequently, the transition function (for example, diffuse or sudden changes) and its 

parameters (for example change-point probability and the rate of transitions) are both 

estimated to update beliefs about whether a meaningful alteration to the probabilistic 

environment has taken place. 

 

The above implies how vital estimating distinct types of (interacting) uncertainty is to executing 

adaptive actions. Numerous studies have manipulated outcome probabilities or contingencies 

to test learning in uncertain environments, typically using probabilities approaching 0.5 as 

more uncertain environments (Bland & Schaefer, 2012; Cohen et al., 2007; Huettel et al., 

2005; Krain et al., 2006; Paulus et al., 2004; Polezzi et al., 2008; Volz et al., 2003). However, 

more recent work has modelled reward-learning behaviour in response to unexpected 

changes in the contingency mappings (Behrens et al., 2007, 2008; Browning et al., 2015; 

Krishnamurthy et al., 2017; Nassar et al., 2012; Nassar, McGuire, et al., 2019; Pulcu & 

Browning, 2017).  

 

Consider one pivotal study by Behrens et al. (2007) that tested this process using a Bayesian 

formulation of reinforcement learning. For participants tracking the probability of a rewarding 

outcome associated with either of two images (blue or green) in each trial i, the prior probability 

distribution—updated continuously throughout the experiment—creates a prediction of the 

expected reward associated with each stimulus. The parameter that Behrens et al. (2007) 

modelled was thus the reward probability ri, bound to specific selections. The model was 

Bayes optimal for learning the reward probability between trials given changes to the rate of 

change in the reward parameter, governed by volatility, v. This proceeded across a stable (low 

volatility) block where the probability of reward was set at 0.75, to a volatile block (high 

volatility) where reward probability alternated between 0.8 for blue and 0.8 for green every 35 

(±5) trials. This study demonstrated how humans utilised Bayesian learning, evaluating the 

relevance of each new input, even in a dynamic environment. Highly volatile environments 

increase the rate and reliability of the integration of new information against prior beliefs. While 

stable environments benefit from relying on prior beliefs. Consequently, Behren’s et al. (2007) 

showed how rapidly changing environments can make prior beliefs obsolete in favour of new 

evidence. Happily, these changes to contingencies are readily grappled by a Bayesian learner 

in using probabilistic belief distributions over potential values with estimated uncertainty. 



Although, as was done in Behrens et al. (2007), an emphasis on the utility of describing 

behavioural responses is useful in respect to learning rates, as is discussed below.  

 

The learning rate describes the rate of adaptation in response to unpredicted outcomes and 

their influence on updating subsequent beliefs. It is governed by the uncertainty associated 

with the estimate of reward, which mirrors the degree of predictability in recent outcomes 

(Behrens et al., 2007; Dayan et al., 2000). If the series of recent outcomes were all predictable, 

one would expect a decrease in estimated volatility and the reliability of that estimate, and 

consequently, this will decrease the learning rate. By contrast, if we are in the throes of a 

sequence of strikingly unpredictable outcomes, then volatility estimates may increase and so 

too does the learning rate. This also translates upon the reward rate. When little about the 

reward environment is changing, the estimated reward rate likewise does not change so there 

is little to learn. By contrast, when all recent experience from the reward environment is 

changing, the reward rate will fluctuate accordingly with each new observation, meaning we 

need to increase our learning. Thus, learning rates also fluctuate in volatile environments 

where the rate of change is fixed but where probabilistic relationships change (see Chapters 

2–5 below but also Iglesias et al. (2013) and de Berker et al. (2016). 

 

The learning rate then determines the relative influence of past to recent information on belief 

updates (Jepma et al., 2016). Behrens and colleagues (2007) established that this pattern of 

Bayesian learning, using probabilistic estimates to successfully monitor the statistics of the 

reward environment and adapting the learning rate to match these changes, was a better 

predictor of participants’ behavioural responses when compared to a delta rule RL model with 

a fixed learning rate. The insight from Behrens and colleagues (2007) is in revealing how a 

Bayesian reinforcement learning model can afford dynamic volatility-based adjustments to the 

learning rate, and moreover the association of the learning rate to volatility estimates and 

where in the brain this is processed (see Figure 5). However, it is important to note that this 

influenced later work to translate the learning rate to the precision estimate that weights PE 

signals in pwPEs, as we will see in Section (1.4.6) on the Hierarchical Gaussian Filter model 

(Mathys et al., 2011). But this normative account of learning in adapting the learning rate to 

environmental change (higher for volatile periods) is consistently observed across tasks using 

reward (Behrens et al., 2007, 2008; Huang et al., 2017; Nassar et al., 2012) and aversive 

outcomes (Browning et al., 2015; Pulcu & Browning, 2017). 

 

 

 

 



 

 

Figure 5. Volatility and the learning rate in a Bayesian model of learning. In the above A) is an 

illustration of the model from Behrens et al. (2007) detailing how reward probability is estimated under 

changes to contingencies (volatility, V). At the bottom layer, the observed input data y from probability 

r (that may change across trials i and i+1). The trajectory of change is governed by the arrows (black), 

and V regulates the rate of change. In the Behrens et al. (2007) study, V also changed (by parameter 

k). The reward probability distribution for the next trial (r(i+1)) is conditional upon the current estimate of 

reward and the estimate of volatility V(i). This means that as our estimate of V(i) increases, the variance 

also increases, where r(i) may take other possible values more quickly. Conversely, as V(i) decreases 

the precision (variance) increases, and thus r(i) is more stable. B) These fMRI images from Behrens et 

al. (2007) show BOLD activity response to reward outcomes in the ACC associated with trial-wise 

changes to volatility estimates, V. C) The impact volatility has on the learning rate. In the left panel is a 

high volatility block of 250 trials where the reward probability changes from 0.1 to 0.8 (ground truth 

probability). In the right panel is a stable block (250 trials) where the probability of reward does not 

change from 0.4 (actual probability). The learning rate when high (----) fits the rapidly changing 

environment in the volatile environment, but in the stable block the higher learning rate treats infrequent 



surprising events as meaningful, thus reacting disproportionately and not reaching a secure estimate. 

In the stable block, a low learning rate (– –) treats unexpected outcomes as chance events, and thus 

settles on a better estimate; however, in the volatile environment, the slow learning rate fails to adapt 

fast enough to form accurate estimates. Panels A and B are adapted with permission from Behrens et 

al. (2007). Copyright © 2007, Nature Publishing Group. Panel C is adapted from the open access article 

by Pulcu and Browning (2019). Copyright © 1969, Elsevier, see https://creativecommons.org/licenses/. 

 

 

The neural underpinnings of reinforcement learning rates (that is to say, fixed learning rates 

as in RW/TD learning, Barto et al., 1989; Rescorla & Wagner, 1972) has been fit to fMRI data 

showing the VS and OFC are involved with error and value signals (Hare et al., 2008; 

O’Doherty et al., 2003). Others have taken up identifying which neural assemblies are linked 

with dynamic learning rates and belief updating. Some work has indicated that dopaminergic 

midbrain PEs exhibit a similar scale as the learning rate (Diederen et al., 2016). Several 

studies have associated volatility and learning rate adaptation to ACC and dorsomedial 

prefrontal cortex (dmPFC) activity, uncertainty based belief updating to anterior PFC and 

parietal regions, reward-driven learning to the VS, and the connectivity between the striatum 

and PFC in the dopaminergic system (Behrens et al., 2007, 2008; Chumbley et al., 2012; 

Courville et al., 2006; Jocham et al., 2009; Krugel et al., 2009; McGuire et al., 2014; Muller et 

al., 2019; Nassar et al., 2012; Nassar, McGuire, et al., 2019; O’Reilly et al., 2013; Preuschoff 

& Bossaerts, 2007; Yu & Dayan, 2005). Also, different authors have pointed to the link between 

the amygdala and associative learning (Averbeck & Costa, 2017; Phelps et al., 2014). Based 

on human neuroimaging, non-human primate single-cell recording, and lesion experiments on 

rats, studies indicate the amygdala is involved in controlling learning rates, or uncertainty and 

volatility more generally (Averbeck & Costa, 2017; Costa et al., 2016; Holland & Gallagher, 

1999; Homan et al., 2019; Li et al., 2011; Roesch et al., 2012). The links between the amygdala 

and learning will be fleshed out in relation to anxiety in the following Section 1.5.3. Single-cell 

recording studies from primates have demonstrated the involvement of the PFC and dmPFC 

during probabilistic reward learning (Massi et al., 2018). In humans, however, this is still an 

unresolved issue (Soltani & Izquierdo, 2019).  

 

Until recently, a more precise understanding of the neuromodulators involved in the encoding 

of the learning rate also remained largely unknown (Farashahi et al., 2017; Iigaya, 2016). 

Pharmacological modulation in humans with electrophysiological recording and computational 

modelling has identified catecholaminergic (noradrenaline and dopamine) involvement in 

regulating the learning rate (Franklin & Frank, 2015; Jepma et al., 2016). In that study, Jepma 

and colleagues (2016) used a predictive-inference task and the P3 component from the EEG 

signal as an index of outcome-evoked phasic catecholamine release in the cortex. They 



showed that the P3 ERP (using a single-trial analysis approach) regulated the learning rate 

proportional to the PE, which they interpreted as a catecholamine driven change in learning 

as a function of surprising misprediction (Jepma et al., 2016). This means, noradrenaline and 

dopamine influence the learning rate after unsignalled task changes, but not during periods of 

low volatility. More details on the broader role of the noradrenaline system in learning from 

uncertainty will be saved for Section 1.4.7: the neural representations of different forms of 

uncertainty.  

 

To summarise, the learning rate is proposed to change optimally with our estimates of different 

forms of uncertainty, notably our uncertainty over how much our learning environment is 

changing over time. And further to this, and in ways that aren’t widely appreciated, little is 

known about how this is accomplished neurally, and the processing of alterations to learning 

rates and interactions with different forms of uncertainty also remains largely unknown. For 

now, it is important to take away that the rate in which we learn about certain quantities can 

vary depending on our uncertainty. Now we will turn to the various classes of uncertainty and 

evidence of human learners using these estimates. 

 

1.4.5 Classifying uncertainty 

 

Distinct forms of uncertainty can modulate the learning rate, and subsequent work has 

attempted to understand how the brain processes this unique array of uncertainty in the 

environment (Yu & Dayan, 2005). For instance, what if the outcome of some event is 

probabilistic (expected uncertainty, Soltani & Izquierdo, 2019; Yu & Dayan, 2005)—as is the 

case with most interesting events in the world. We may currently know very little about that 

event and its underlying probabilistic relationships (estimation or informational uncertainty, de 

Berker et al., 2016). The contingency relationships that govern those probabilities may even 

change over time (unexpected or environmental uncertainty, Bland & Schaefer, 2012; O’Reilly, 

2013)—subjectively experienced volatility (Soltani & Izquierdo, 2019). To illustrate, an 

everyday example of volatility is an atypically cold day in an otherwise bright and warm season. 

Should one readily adapt to this new information about the cold, inferring a change to the 

climatic environment and so wearing thermal clothing and a jumper the following day? Or did 

this atypical drop in temperature represent noise in the environment? In this alternative 

framing, the learner might infer that the atypical climatic event did not indicate environmental 

change but rather unpredictability in temperature, deciding to wear a tee-shirt. How we 

distinguish between these different types of uncertainty is still an ongoing problem in the 

computational neuroscience of statistical inference (Piray & Daw, 2020a, 2020b; Pulcu & 

Browning, 2019). 



 

Digging a little deeper, expected uncertainty also relates to the previously mentioned 

complexity of establishing the probability that the state of the environment has changed, either 

by some form of real change or by determining that the state was not as estimated beforehand 

(not predicted by our generative model, relating to a transition function, O’Reilly, 2013). Thus 

expected uncertainty informs change point detection by using the discrepancy between the 

new outcome and the expected value, but also the variance of the distribution the expected 

value is taken from (Dayan & Yu, 2003; Yu & Dayan, 2005).  

 

Mercifully, we are capable of learning and remembering these statistical associations across 

time by repeatedly observing the outcomes of events. However, estimation uncertainty 

increases as a function of changes to environmental states, as we would need to relearn the 

contingencies of any new state. Almost instinctively we would expect a learning agent 

uncertain of the state of the world to be more flexible and disposed to updating their beliefs 

when encountering new information. Moreover, a-priori beliefs about volatility will influence 

estimation uncertainty; if volatility estimates are high, then predictions using prior beliefs will 

be less precise and we have more estimation uncertainty (O’Reilly, 2013). Estimation 

uncertainty also increases if the observer estimates they have encountered a change point, a 

surprising outcome indicating a change to the probabilistic structure of the environment, as 

opposed to a probabilistic fluctuation whose origin is likely expected uncertainty (Nassar et al., 

2010; Wilson et al., 2010).  

 

Unexpected uncertainty arises from subjectively perceived unexpected changes to learned 

contingencies (the true value of change is called volatility; however, the two can be 

distinguished by i) unexpected uncertainty is a subjective estimate of volatility and ii) the 

relative frequency of change, see Bland and Schaefer [2012]). Infrequent changes to 

contingencies may indicate change points that abruptly alter the learned environmental 

statistics, and thus our capacity to accurately predict upcoming outcomes (Nassar et al., 2010; 

Wilson et al., 2010). High volatility reward environments are thus characterised by frequently 

changing reward contingencies (Bland & Schaefer, 2012; Courville et al., 2006). Low volatility 

reward environments are punctuated with infrequent violations to expectations about reward 

outcome contingencies that require little adaptation in learning, primarily signalling expected 

uncertainty (irreducible noise). Low volatility environments can also feature meaningful 

changes (unexpected uncertainty; or, change points) that do demand adaptation in order to 

learn the reward statistics optimally. Consequently, one can define volatility as the probability 

of a change point during some time frame and expected uncertainty as subjectively estimated 

volatility (Pulcu & Browning, 2019).  



 

On top of all that, more recent work highlights the additional complexity of detecting and 

distinguishing (and processing) volatility from outcome noise (unpredictability, see Piray & 

Daw, 2020b). The subtlety is that learning rates are codetermined by teasing apart volatility 

from unpredictability—viz. state stochasticity compared to a systematic change (Piray & Daw, 

2020b). Piray and Daw (2020b) highlight that this brings to the fore the inconsistent 

psychological theories of conditioning from Mackintosh (1974) and Pearce and Hall (1980). 

These theories claim that organisms allocate either increasing or decreasing attentional 

resources to stimuli that consistently predict outcomes, respectively (Piray & Daw, 2020b). 

The logic of these theories follows that if a train of cues is reliably predictable, then they are 

either highly salient (more attention) or already explained away (less attention). It is possible 

then that volatility uncertainty could be misinterpreted as noise and impair task accuracy and 

learning rates. An alternative means to solve this problem is to assess if a surprising outcome 

is useful in predicting future states (Nour et al., 2018; O’Reilly et al., 2013; Pulcu & Browning, 

2019). Interestingly, humans involved in decision-making tasks under uncertainty tend to make 

several choices that do not maximize expected reward but rather lower uncertainty about 

recently unchosen options (Daw et al., 2006; Findling & Wyart, 2021). More recently, Findling 

et al. (2019) examined computation noise abatement in reinforcement learning that supplies 

decision variability while humans performed a random-walk alternative to a traditional reversal 

learning task. The authors found that computation noise induces a significant portion of "non-

greedy" choices that would have been allotted to navigating the exploration/exploitation trade-

off. Moreover, Findling et al. (2019) distinguish the neural correlates of this process in the ACC 

and phasic pupil dilation (Findling & Wyart, 2021). Taken collectively, this research suggests 

that human exploration can stem from environmental uncertainty and estimation uncertainty.  

 

The complexity of estimating these unique forms of uncertainty often leaves our beliefs about 

the environment either incomplete, imprecise, or outdated; or, in less favourable 

circumstances, all three. This type of misestimation of uncertainty has more recently been 

associated with affective disorders and the computational psychiatry literature, to which we 

will turn in Chapter 3–5 and in the following Section 1.4.8 and Section 1.5 concerning 

precision pathologies and anxiety, respectively (Pulcu & Browning, 2019). Importantly, to 

understand how we estimate and process these types of uncertainties, normative behavioural 

models like the Hierarchical Gaussian Filter (that prescribe how learners need to adjust to 

uncertainty) explicitly estimate these core types of uncertainty into a hierarchical Bayesian 

predictive model that is additionally useful in seizing upon neural activity associated with model 

estimates. 

 



1.4.6 The Hierarchical Gaussian Filter (HGF) 

 

To act adaptively to change, we need to infer upon unobservable and dynamic parts of our 

environments. One way of modelling these hidden states is to construct a Bayesian filter based 

on an assumed generative process and apply it to a time series of sufficient statistics (mean, 

variances) as with the Hierarchical Gaussian Filter (HGF, see Mathys et al., 2011). This 

sequential mean tracking effectively results in approximate Bayesian inference by the 

transference of simple mean updated pwPE signals—with precision equivalent to a dynamic 

learning rate (Mathys et al., 2011, 2014; Mathys & Weber, 2020). The conceptual and 

mathematical simplicity of the HGF makes it an indispensable tool for the simple and efficient 

computational modelling of learning behaviour. 

 

The general framework for the modelling of learning in dynamic environments with an HGF is 

to separate the world (with sensory input [u], and true hidden states [x]) from the agent (with 

inferred hidden states [λ] leading to action [y] upon the world, (Mathys et al., 2011, 2014), see 

Figure 6). The HGF can then accomplish the modelling of these inferred hidden states by 

taking the sensory input u over multiple trials k, performing a set of mathematical operations 

that estimate beliefs on those states using trial-wise values, and inferring upon the hidden 

states and guiding action by that procedure (Mathys et al., 2011, 2014). The HGF describes 

the relation between environmental states and an agent’s mental states; however, beyond the 

normative description of behaviour, the HGF stresses individual variability in approximating 

Bayes optimal learning (Diaconescu et al., 2014). The focus is on capturing individual learning 

styles occurring over multiple trials. As such, the HGF has been widely applied to understand 

the differences in learning between groups and populations, such as with clinical groups or 

between experimental pharmacological populations (Bernardoni et al., 2018; Brazil et al., 

2017; Cole et al., 2020; de Berker et al., 2016; Deserno et al., 2020; Diaconescu et al., 2020; 

Hauser et al., 2014; Henco et al., 2020; Katthagen et al., 2018; Lawson et al., 2020; Lawson 

et al., 2017; Paliwal et al., 2019; Powers et al., 2017; Reed et al., 2020; Sevgi et al., 2016; 

Stephan & Mathys, 2014; Weber et al., 2020). 

 

For this thesis, we focus only on the simple HGF for binary reward outcomes in a rewarding 

environment with three levels, with the top being volatility (Mathys et al., 2011, see Figure 6). 

However, the HGF is not limited to binary outcomes or inputs; it can also be extended to any 

number of levels beyond the typical three (Mathys et al., 2014). Practically, moving forward in 

this section, we will examine a learning scenario where the agent is attempting to predict which 

of two images (a blue image or an orange image) presented simultaneously will lead to a 

reward outcome (reward or no reward) given a non-stationary correspondence between the 



images and reward-outcome probabilities. While the above-mentioned RW model (Section 

1.3) and the HGF model share similar properties, the HGF recasts learning as a function-

approximation problem. These function approximations are precisely where the model earns 

its name: the HGF proposes that agents infer upon the causes of the sensory inputs using a 

sequence of hierarchically organised Gaussian functions where the variance (step size) of the 

level above dictates the learning rate of the Gaussian at the level below (Mathys et al., 2011, 

2014).  

 

Each level of the 3-level HGF conforms to a probability distribution and is associated with the 

aforementioned classifications of uncertainty (expected, unexpected, and environmental 

uncertainty, see Figure 6). The first level encodes the probability of a trial outcome to form a 

binary prediction gained from a sigmoid transformation of the second level Gaussian above 

(in our model this is without sensory uncertainty). The first level can be thought of as describing 

expected uncertainty (or, irreducible uncertainty)—as the result of a probabilistic outcome is, 

in most real-world contexts, not wholly knowable (Soltani & Izquierdo, 2019). As touched on 

above, the learning agent seeks only to learn the sufficient statistics of these distributions 

(means, variances, see Figure 6). The second and third levels are continuous quantities 

represented as Gaussians. The second level represents belief estimates of the tendency for 

either the blue or orange image to reward (in logit space), and the variance of this belief 

distribution can be interpreted as informational uncertainty (de Berker et al., 2016). The third 

level belief estimates represent the environmental uncertainty (or, volatility: how much the 

learner believes the reward outcome contingencies are changing, irrespective of the true rate 

of change see Soltani & Izquierdo, 2019). Out of that, when a learner estimates a high degree 

of volatility, they are more uncertain about the outcome and exhibit larger model updates.  

 

 



 

 

Figure 6. The Generative Model of the Hierarchical Gaussian Filter (HGF). Fitting sensory input or 

experimental stimuli (u) to observed responses using the HGF. The variables and parameters of higher 

levels dictate the probability of the level below by setting the step size (volatility or variance) of a random 

walk. At the third level in our 3-level HGF, the step size is a constant parameter 𝜗. While x1 sets the 

probability of the input u on the lowest level. As there is no perceptual uncertainty in our binary reward-

learning task, the inputs u are equivalent to x1, the rewarded outcome. The hidden layers x2 and x3 take 

the form of Gaussians. x2  is the stimulus outcome tendency, which depends on a free parameter ω2 

(tonic volatility at level 2), κ, which represents the phasic component of volatility at level 2, and estimates 

of x3. At the third level, x3 represents volatility, whose step size is determined by the parameter 𝜗 (or, 

ω3: a free parameter that can differ across learners). These parameters will be discussed in further 

detail in the following sections on the HGF. Figure adapted from the open-access article (Mathys et al., 

2011). Copyright: © 2011 Mathys, Daunizeau, Friston and Stephan, see 

https://creativecommons.org/licenses/.  

 

 

An important distinction is between the generative model of the HGF and its inversion—the 

inference model. The generative model of the HGF pertains to the outside world (sensory input 

and true hidden states), and the inference model concerns the agent (inferred hidden states 

and action). This perceptual model can then be coupled to a response model that links belief 

estimates with decisions (Mathys et al., 2011). Given the current beliefs, the decision model 

states the most probable action the participant will take. The response model also has 

parameters that can be estimated from the sensory inputs and responses of each individual, 

and the HGF can be used with different response models. Later, we use a fixed decision noise 



parameter in Chapters 2–3 and a dynamic decision noise parameter that depends on trial-

wise changes to volatility estimates in Chapters 4–5. Together, the parameters of the 

perceptual model and the response model imply belief trajectories across the course of the 

task (see Figure 7). 

 

 

 

Figure 7. HGF belief trajectories. At the lowest level, the predictions in red (the sigmoid transformation 

of μ2) track the black line which shows the ‘ground truth’ of the probabilistic input for one particular 

example participant (starting at 0.9 probability of reward for one stimulus, and then switching to 0.1 at 

around 45 trials, and so on until trial 320). Sensory inputs are shown in green dots, while orange dots 

show the participant’s observed decisions. We can see the participant tracking the rewarding stimulus 

quite faithfully as the task proceeds. At the level above, in bright green, we see the posterior expectation 

μ2 of the stimulus outcome tendency (which image the participant estimates to be more likely to provide 

reward). And on the top level is the posterior expectation μ3 of the log-volatility x3. Figure adapted from 

the open-access article (Mathys et al., 2014). Copyright © 2014 Mathys, Lomakina, Daunizeau, Iglesias, 

Brodersen, Friston and Stephan, see https://creativecommons.org/licenses/. 

 

 

Put simply, the HGF is a set of update equations that tell you how—after providing the model 

with some inputs—the inferred hidden states are updated. The HGF arrives at the update 

equations by variationally inverting the HGF generative model (Mathys et al., 2011). Inversion 

of the generative model proceeds by introducing a mean field approximation and fitting 

quadratic approximations to the resulting variational energies (Mathys et al., 2011). This leads 

to simple one-step update equations, supplying estimates for the sufficient statistics (mean, 

variance; or, its inverse precision) of the approximate Gaussian posteriors of the states xi (Cole 

et al., 2020; Mathys et al., 2011, 2014). The updates of these means exhibit the same general 

form as value updates in the RW model from Section 1.3, except that the fixed learning rate 

of the RW is dynamic in the HGF updates (using precision-weighted predictions errors 

[pwPEs]). The question of which model of the environment humans actually use (and how 

they invert it) is still, however, an open and thrilling one (Mathys & Weber, 2020).  

 



The pwPE update depends on how precisely the learning agent thought they could make their 

prediction, and that is represented in the numerator of the ratio of precisions weighting the 

posterior update equation—provided in Chapter 2 Equation 4 and in Mathys et al. (2011). If a 

learning agent thinks they can make exact predictions and are inaccurate, they may change 

their beliefs considerably. However, this also depends on how sure the learner is of how much 

they believe they already know the truth, leading to less changing of beliefs. These two 

precision quantities have an antagonistic relationship. Together they form the weight on the 

PE and determine the size of the update. This normative analysis also mirrors the previously 

mentioned theory of learning under the Pearce-Hall model (Pearce & Hall, 1980) that states 

unpredicted feedback will raise the learning rate whereas predicted feedback will lower the 

learning rate.   

 

We refer the reader to Chapter 2 for more detail on the relevant update equations of the HGF, 

and to the original HGF methods papers for further detail on the mathematical derivations 

(Mathys et al., 2011, 2014). Here we will emphasise how uncertainty takes a central role in 

the HGF (Mathys et al., 2011, 2014). Each level integrates the uncertainty (or variance, its 

inverse is precision π, interpreted from the width of the probability distributions) of the level 

above in the hierarchy. The precision expression that assigns a weight to a PE is defined as 

the inverse variance of the posterior expectation from that level (and comprises the pwPE that 

dictates the update steps of the HGF): 

 

 𝜋𝑖
(𝑘)

= 1/𝜎𝑖
(𝑘)

 (8) 

 

The precision of the prediction of the level below �̂�𝑖−1
(𝑘)

 is divided by the precision of the current 

belief 𝜋𝑖
(𝑘)

. This makes visible the aforementioned antagonistic relationship between the ratio 

of precisions that determine the size of the belief update. With this comes the core of the HGF: 

lower precision beliefs motivate faster learning on that level (unpredicted outcomes signal 

surprise driving up the speed of subsequent belief updating). Put simply, if we make 

predictions that turn out to be mistaken, we may need to alter our beliefs to improve future 

accuracy (the numerator of the precision ratio). However, if we are acutely certain of our beliefs 

about the state of the world (the denominator of the precision ratio) we may revise our beliefs 

less. This is a powerful function that leverages the primary advantage of Bayesian models 

over the above RL counterparts (Section 1.3). What appears initially complex in the HGF is 

in essence reducible to readily deciphered update equations through variational approximation 

using a small number of parameters. 

 



The work in this thesis concentrates on the importance of uncertainty estimates in belief 

updating, particularly concerning anxiety and its close relation to uncertainty (see Section 

1.5). As can be gleaned from the above equations, uncertainty takes a central position 

affecting the learning rate in the HGF update equations. Thus the HGF deals with all kinds of 

uncertainty from our environment. If we want to be optimal learners, we need to make an 

assessment of these distinct forms of uncertainty in our environment and pack it into our 

learning rate. For that reason, our rationale for using the HGF is that at its heart it makes 

visible uncertainty in the update equations (Cole et al., 2020; Mathys et al., 2011, 2014). The 

three types of uncertainty we have are expected uncertainty (irreducible uncertainty), 

estimation or informational uncertainty on level 2 (σ2, belief uncertainty about outcomes) and 

level 3 (σ3, belief uncertainty about volatility, see Mathys, [2014, Eq. 9-10]), and volatility that 

induces unexpected environmental uncertainty ([exp(κμ3
(k-1) + ω2)]: uncertainty about the 

parameters in our environment changing).  

 

This relationship between uncertainty and learning rates has not only motivated the HGF, but 

also other alternative hierarchical Bayesian inference models expanding upon the foundations 

of the Kalman filter: learning from the dynamics of a linear dynamical system including 

estimates of process and observation noise (Behrens et al., 2007; Kalman, 1960; Piray & Daw, 

2020b) and generative models that expect sudden changes (Moens & Zénon, 2019; Nassar 

et al., 2010). The question of whether participants use the optimal model for each task, or 

some form of general purpose mechanism that can approximate different regimes, is still an 

active and exciting area of debate. For all practical purposes though, in the research included 

in this thesis, the HGF and its alternatives are equally efficient at capturing learning dynamics 

in uncertain environments (Marković & Kiebel, 2016). 

 

1.4.6.1 Application to experimental data 

 

The HGF is especially useful in associating model estimates of learning to neural responses. 

Although this approach is not unique to the HGF (Stephan et al., 2015), an increasing number 

of studies are making use of the trial-by-trial estimates of computational quantities extracted 

from the HGF, and have started to provide evidence for the neural signatures of these 

parameters from fMRI and electrophysiological data (Auksztulewicz et al., 2017; Diaconescu, 

Litvak, et al., 2017; Iglesias et al., 2013, 2019; Stefanics et al., 2014). Among other things, 

these studies have begun to demonstrate how the brain uses hierarchically organised PEs 

that correspond to the different types of uncertainty in our learning environment. This approach 

of explaining neural responses with model estimates is also particularly productive when 

investigating differences in psychiatric groups, among pharmacological manipulations, and 



between healthy and experimental populations (Bernardoni et al., 2018; Brazil et al., 2017; 

Cole et al., 2020; de Berker et al., 2016; Deserno et al., 2020; Diaconescu et al., 2020; Hauser 

et al., 2014; Henco et al., 2020; Katthagen et al., 2018; Lawson et al., 2020; Lawson et al., 

2017; Paliwal et al., 2019; Powers et al., 2017; Reed et al., 2020; Sevgi et al., 2016; Stephan 

& Mathys, 2014; Weber et al., 2020). We will return to this in Section 1.4.8 and when 

examining the impact of anxiety on reward learning in Chapters 2–5. 

 

In a critical study by Iglesias et al. (2013), the HGF was used to map model-based quantities 

to neuroimaging data in healthy participants during a sensory learning task. That study found 

that pwPEs about visual outcomes modulated dopaminergic midbrain activity (without an 

association with reward or novelty, see Figure 8). In addition, they showed that higher level 

pwPE on outcome probabilities (visual outcomes conditional on auditory cues) was encoded 

by responses in the cholinergic basal forebrain (Iglesias et al., 2013, 2019; Stephan & Mathys, 

2014)—verifying the hypothesis that the brain is processing a computational hierarchy of PE-

based learning signals. Supporting these findings was an experiment conducted later by 

Diaconescu et al. (2017) using a comparable HGF model that replicated the same pattern of 

effects but while learning from social cues. As touched on above in Section 1.3, the 

dopaminergic PE is theorised to be a neural signal indicating the discrepancy from an 

anticipated outcome, both concerning rewards, and as shown above in this section, also 

sensory information (Gardner et al., 2018; Iglesias et al., 2013; Suarez et al., 2019). Others 

propound the dopaminergic PE response also updates beliefs concerning the environment 

through synaptic plasticity (Montague et al., 2004). One example of this is the modulating of 

NMDA receptors (Cole et al., 2020; Gu, 2002). Ultimately, this demonstrates that the HGF 

model is capable of capturing quantities that the brain is concerned with and uses, leading to 

neural activity in concert with the model trajectories for the hypothesised hierarchy of 

uncertainties (Behrens et al., 2007; Bland & Schaefer, 2012; Mathys et al., 2011; O’Reilly, 

2013; Payzan-LeNestour & Bossaerts, 2011; Yu & Dayan, 2005).  

 

 



 

 

Figure 8. Activation in whole-brain fMRI data by HGF precision-weighted prediction errors on 

level 2. In the above, the Iglesias et al. (2013) original and replication experiments (yellow) are 

presented with the conjunction across the studies in red. For lower-level pwPEs about visual stimulus 

outcomes, significant activation was found in the first study A) and second study B) with the conjunction 

between the two in C) were encoded in several regions, including the dorsolateral PFC, ACC, and 

insula. Below that in D) original study E) second study and F) conjunction, Iglesias et al. (2013; 2019) 

also found activation in dopaminergic VTA and substantia nigra by pwPEs about visual outcomes. From 

the top level of their 3-level HGF model, they also found higher-level pwPEs about cue-outcome 

contingencies in cholinergic basal forebrain activity. As an overview, the above shows how much the 

brain responds from modulation from the visual outcome pwPE at the second level of the model, 

indicating participants were tracking the learning process in a hierarchical fashion and using 

hierarchically organised learning signals. Adapted with permission from Iglesias et al., (2013). Copyright 

© 2013 Elsevier Inc. All rights reserved. 

 

 

The limitations of fMRI neuroimaging data, including poor temporal resolution and a lack of 

spectral information, have since led to questions concerning the electrophysiological 

correlates of hierarchically organised PEs and pwPEs. The questions of how these quantities 

evolve in time and frequency motivated considerable research combining computational 

modelling and analysis of trial-by-trial EEG and MEG responses (Auksztulewicz et al., 2016, 

2017; Diaconescu, Litvak, et al., 2017; Jepma et al., 2016; Kolossa et al., 2015; Liu et al., 

2021; Mars et al., 2008; Stefanics et al., 2018; Weber et al., 2020). Event-related potential 

(ERP) responses such as the P300 are thought sensitive to reward PEs, valence, and 

surprise, tested using alternative Bayesian inference parameters (Kolossa et al., 2015; Mars 

et al., 2008; Ostwald et al., 2012). Also, the feedback error related negativity (fERN) is thought 

to index the degree of prediction violation, examined using RL models (Gehring & Willoughby, 

2004; Holroyd & Coles, 2008). As we will see in Chapter 2 using a single-trial approach, we 

show that the temporal and spatial dynamics of pwPE learning signals about probabilistic 



stimulus outcomes are encoded in central and parietal regions, similarly overlapping with the 

late P300 in classical ERP analysis.  

 

In Diaconescu et al. (2017), the computational modelling of behavioural responses using the 

HGF was used to associate EEG activity but in conjunction with fMRI responses. Healthy 

participants performed a task involving learning from social cues at multiple levels of 

uncertainty that were equivalent to the uncertainty that the HGF estimates (such as estimation 

and volatility uncertainty). Using trial-by-trial EEG responses, Diaconescu et al. (2017) showed 

that the sequence of hierarchical processing outlined by the HGF was expressed in the series 

of single-trial ERP responses from EEG activity. Lower-level PEs were represented across 

occipital, posterior, and occipitaltemporal electrodes at an early temporal range 134–258 ms. 

Interestingly, the precision of these beliefs was also expressed in positive deflections around 

352 ms at posterior and central electrodes. Higher-level PEs about volatility, however, were 

associated with later ~400 ms ERP activity in frontocentral electrodes. These results were 

later mirrored in an EEG study by Liu et al. (2021) using a visual probabilistic reversal-learning 

task with vacillating consistent and inconsistent probabilistic contingencies, much like Behrens 

et al. (2007). In that experiment, the author’s showed how healthy participants use hierarchical 

learning by corresponding HGF low and high-level pwPE quantities to the encoding of the 

P300 ERP component—independently and adaptively (Liu et al., 2021).  

 

Further elegant studies utilising the HGF have investigated the mismatch negativity MMN/m 

(Stefanics et al., 2018; Weber et al., 2020). These experiments have provided evidence that 

EEG recordings can distinguish in time and sensor space between lower-level pwPEs signals, 

which direct belief updates about outcomes (Stefanics et al., 2018), and higher-level pwPEs 

directing volatility belief updates (Weber et al., 2020). However, the neural processes of trial-

wise ERP activity modulated by hierarchical pwPEs while learning from reward remains 

understudied. Also, this methodology has not previously been applied to an anxious 

population. In Chapter 2, we address this in an experiment investigating healthy and anxious 

participants using single-trial EEG analysis, associating HGF model estimates of pwPEs to 

ERP responses.  

 

The spectral correlates of the HGF computational quantities have, up until this point, been 

critically overlooked—especially during reward processing. Initial studies using motor 

responses and visual and auditory tasks indicate, in line with the process theory of predictive 

coding (PC, Bastos et al., 2012), that PEs manifest at high gamma frequencies (>30 Hz) with 

concurrent anticorrelated drops in alpha/beta frequencies (8–30 Hz)—driving feedforward 

error signal transmission (Auksztulewicz et al., 2017; Palmer et al., 2019). Moreover, the PC 



framework asserts predictions are transmitted down the cortical hierarchy in alpha/beta 

oscillations, supported by evidence from studies using the HGF (Auksztulewicz et al., 2017; 

Palmer et al., 2019). Yet the work so far with the HGF and other alternative models and 

approaches to modelling estimates of predictions and PEs (Bastos et al., 2012, 2015, 2018, 

2020; Bauer et al., 2014; Sedley et al., 2016) has remained in sensory processing, leaving our 

understanding of how reward-based predictions and error signals are represented in the 

frequency domain incomplete. The work in this thesis addresses this in Chapters 3 and 5, 

targeting this paucity by examining how states of anxiety and high levels of trait anxiety 

modulate the oscillatory profiles of activity associated with reward-based learning signals 

relative to controls. 

 

1.4.7 Representing uncertainty in the brain 

 

A significant amount of evidence, as presented in this Section 1.4, suggests that humans 

learn and make decisions by representing uncertainty; however, precisely how we represent 

these quantities remains a lively area of research (Bach & Dolan, 2012; Griffiths et al., 2010; 

Hsu et al., 2005; Knill & Pouget, 2004; Koblinger et al., 2021; Ma & Jazayeri, 2014). Different 

experiments decompose decision variability into several sources aiming to determine their 

potentially distinct signatures in the brain (Soltani & Izquierdo, 2019; Vincent et al., 2019). 

Avenues of investigation have typically taken a pharmacological and neuroimaging approach, 

but other studies using electrophysiology and pupillometry have started to determine signals 

linked with quantities including precision (the inverse variance of a belief distribution) and 

surprise and volatility thought central to Bayesian predictive coding processes (Behrens et al., 

2007; Browning et al., 2015; Iglesias et al., 2021; Marshall et al., 2016; Moran et al., 2013; 

Payzan-LeNestour et al., 2013; Peters et al., 2017; Vincent et al., 2019; Zénon, 2019). In the 

following section we present a broad neural framework for the different encoding of the 

different forms of uncertainty in the brain. Chiefly, this evidence serves to validate the 

hypotheses of Bayesian PC, as uncertainty plays such a core role in the updating of beliefs 

(Aitchison & Lengyel, 2017; Bastos et al., 2012; Friston, 2005; Shipp, 2016). But in addition, 

we explore uncertainty and its representations in the brain as uncertainty also significantly 

contributes to affective states like anxiety, examined in detail later in Section 1.5 and 

Chapters 2–5.  

 

The precise nature of how uncertainty is computed, encoded and distinguished remains 

unknown (Pouget et al., 2013). There are, however, two general groupings of models that take 

either a population encoding or summary statistic approach (Bach & Dolan, 2012). Briefly, the 

summary statistic approach has yielded several neural correlates of uncertainty, as belief 



distributions are assumed to take some form (including Gaussian or Poisson) that are 

determined by their sufficient statistics. Previous work using summary statistics has most 

commonly concentrated on the mean and variance of probability distributions. Population 

encoding, by contrast, highlights the process of populations of neurons and how they may 

express belief distributions in contrast to point estimates (Ma & Jazayeri, 2014).  

 

1.4.7.1 Summary statistics 

 

For the summary statistics approach, our concentration from here will be limited to reward-

based learning. Prior work has established the indispensable role of dopamine (Gershman, 

2017; Niv, Duff, et al., 2005), acetylcholine and noradrenaline (Yu & Dayan, 2005), and 

serotonin (Doya, 2008; Rogers, 2011) in making decisions and learning from uncertainty. As 

an overview, the evidence so far implicates the involvement of several distributed regions 

including the PFC, ACC, striatum, basolateral amygdala (BLA), mediodorsal thalamus (MD), 

and hippocampus (Soltani & Izquierdo, 2019). Due to space restrictions, below we will focus 

primarily on the PFC, ACC, striatum, and BLA (for further details on the interconnected MD 

and hippocampus see Soltani & Izquierdo, 2019). In close propinquity and interconnected with 

the PFC, the anterior cingulate cortex (ACC) has been shown to signal the unsigned RPE, as 

already touched on above in Section 1.3 (de Berker et al., 2019; Hayden et al., 2011; 

Rushworth & Behrens, 2008). However, in a more recent experiment, Monosov (2017) 

provided evidence that ACC neurons encoded not only expected value but expected 

uncertainty (variability in reward outcomes). Despite the RPE not alone constituting the 

encoding of uncertainty, the unsigned RPE can contribute robust evidence supporting an 

approximation of expected uncertainty (Soltani & Izquierdo, 2019). Also, research on the 

process of adapting to volatility changes has strongly associated the ACC and dmPFC with 

estimated volatility in humans (Behrens et al., 2007, 2008; Krugel et al., 2009; McGuire et al., 

2014; Muller et al., 2019; Nassar, McGuire, et al., 2019), with reliable replication from single 

neuron recordings in non-human primates (Massi et al., 2018).  

 

A collection of research utilising electrophysiological, MRI, and single-neuron recordings have 

broadly implicated the OFC in the PFC (and also parietal regions) in correlating with stimulus 

value and expected uncertainty (risk; or, uncertainty associated with probabilistic outcomes)—

similarly to the ACC (Critchley et al., 2001; Hsu et al., 2005; Hunt et al., 2017; Izquierdo, 2017; 

Jo & Jung, 2016; Kepecs et al., 2008; McCoy & Platt, 2005; O’Neill & Schultz, 2010; Preuschoff 

et al., 2006; Riceberg & Shapiro, 2017; Rich & Wallis, 2016; Wallis, 2011; Wright et al., 2013). 

Specifically in the OFC, this capacity to process stimulus value and expected uncertainty 

operates in relation to the changing of environmental states, implying the OFC may be 



involved with volatility processing (Massi et al., 2018; Saez et al., 2017; Soltani & Izquierdo, 

2019). In pharmacological manipulation and lesion based studies, disengaging the OFC in 

rats and monkeys vitiates learning from uncertainty (Bradfield et al., 2015; Dalton et al., 2016; 

Izquierdo, 2017; Mobini et al., 2002; Noonan et al., 2010; Rudebeck, Saunders, et al., 2017; 

Soltani & Izquierdo, 2019; Stolyarova & Izquierdo, 2017; Winstanley & Floresco, 2016).  

 

Despite strong evidence for the involvement of the PFC in representing parts of uncertainty, it 

is thought that alternative areas like the BLA and interareal connectivity with cortical and 

subcortical regions (striatum, MD, and hippocampus) compute and encode environmental 

uncertainty (both unexpected and volatility uncertainty, for further information we refer the 

reader to Soltani and Izquierdo [2019] and Bach and Dolan [2012]). The striatum, as 

mentioned in previous sections, has been linked with adaptive learning in responses to 

changes in individual outcomes (expected uncertainty), potentially through tonically active 

cholinergic interneurons (Franklin & Frank, 2015), but also as the striatum is the target for 

inputs concerning expected and unexpected uncertainty from the hippocampus, BLA, and 

frontal regions (Averbeck & Costa, 2017; Costa et al., 2016; Onge et al., 2012; Soltani & 

Izquierdo, 2019; White & Monosov, 2016). Lastly, data on the BLA from studies on rats and 

non-human primates strongly implicates the BLA in identifying surprise that produces faster 

adaptive updates (Costa et al., 2016; Morrison et al., 2011; Rudebeck, Ripple, et al., 2017; 

Saez et al., 2015). This is particularly important considering the overlap between brain regions 

associated with affective states and the amygdala and prefrontal regions—to be discussed in 

due course in Section 1.5 concerning anxiety (Davidson, 2002; Davis, 1992; Robinson et al., 

2019; Wassum & Izquierdo, 2015).  

 

Also relevant is evidence that the BLA processes inconstant environments in valenced RPEs 

in response to the consistent violation of expectation (Roesch et al., 2010; Wassum & 

Izquierdo, 2015). Explanations for this processing of unexpected uncertainty in the BLA have 

been proposed, like with the aforementioned Pearce-Hall model (Pearce & Hall, 1980), that 

appeal to the salience of attention capture and so-called ‘associability’ (Roesch et al., 2012). 

In a paper by Stolyarova and Izquierdo (2017), the BLA was reported to track ground truth 

changes in volatility. This evidence on the BLA and learning under uncertainty potentially 

points to the BLA modulating value learning by its communication with the ACC and OFC 

through dopaminergic pathways (Amaral & Price, 1984; Cassell & Wright, 1986; Lucantonio 

et al., 2015; Sharpe & Schoenbaum, 2016; Stopper et al., 2014). According to Soltani and 

Izquierdo (2019, p. 7), these “projections could allow the BLA to compute unexpected 

uncertainty by comparing changes in stimulus or action values to baselines set by the 

expected uncertainty”.  



 

1.4.7.2 Population encoding 

 

Summary statistic approaches provide good evidence for how uncertainty is processed in the 

brain. However, we still need more evidence to understand precisely how unexpected 

uncertainty and volatility are processed in the brain. One alternative to the single-cell and the 

summary statistic approach is the encoding of probability distributions at the population level. 

We will not delve too deeply into the details here, but one particularly compelling model 

brought together representations of uncertainty, neuronal variability, and Poisson noise (Ma 

et al., 2006). The central idea from the Ma et al. (2006) study was that we can calculate 

probability distributions over neuronal populations as neurons encode probabilistic beliefs 

about the state of the world in a noisy fashion with inconsistent firing rates in response to 

identical stimuli (Deneve et al., 2001; Faisal et al., 2008). From our previous treatment of 

Bayes’ theorem in Section 1.4.1, it can more readily be understood that these can form 

estimates of the distribution for the stimulus conditional upon a response. Happily, these 

Poisson distribution population codes (when linearly added) are equivalent to optimal 

Bayesian inference (Aitchison & Lengyel, 2017; Friston, 2010; Glaser et al., 2018; Ma et al., 

2006; Zemel et al., 1998). Unfortunately, a full discussion about the potential role of population 

encoding in the processing of uncertainty and Bayesian parameters is far outside the scope 

of this thesis. There may even be routes to processing uncertainty quantities in ways that 

aren’t widely appreciated yet. For now, it is enough to review some of the evidence for the 

processing of uncertainty in the brain. 

 

1.4.7.3 Pupillometry  

 

One line of research from early work in animals (Yu & Dayan, 2005) is the representation of 

volatility in the phasic responses of the noradrenaline/norepinephrine system (Aston-Jones & 

Cohen, 2005; Lavín et al., 2013) as measured by pupillometry (Koss, 1986; Marshall et al., 

2016; Sales et al., 2019; Vincent et al., 2019). This is accordant to earlier theory asserting a 

general purpose for noradrenaline for amplifying sensory gain (Aston-Jones & Cohen, 2005; 

Sales et al., 2019) that in turn regulates learning behaviour (equivalent to modulating the 

learning rate, Nassar et al., 2012). Pupillary dilatation as a proxy for phasic noradrenaline 

signalling has been reliably demonstrated in non-human primates (Joshi et al., 2016) and 

healthy humans (Jepma & Nieuwenhuis, 2011; Lavín et al., 2013; Muller et al., 2019; Nassar 

et al., 2012; Preuschoff et al., 2011) and subsequently linked with estimates of volatility and 

surprise about environmental conditions in both healthy and clinical populations in a Bayesian 



PC framework (Jepma & Nieuwenhuis, 2011; Lawson et al., 2017; Muller et al., 2019; Pulcu 

& Browning, 2017; Vincent et al., 2019).  

 

Taken together, the evidence here implies a physiological process (pupil dilation) may express 

surprise from unexpected outcomes and changing environmental states, with this normative 

response linked with adaptation to environmental volatility (Larsen & Waters, 2018). Of 

particular interest to this thesis, high levels of trait anxiety have been shown to dampen the 

pupil response during unstable portions of probabilistic learning from aversive stimuli, which 

is thought to undergird difficulties adapting to changes in volatility (see Browning et al. [2015] 

and further detail in Section 1.5). More remains to be known about the different ways in which 

uncertainty is represented in the brain; little is understood, for instance, of the role of neural 

oscillations in encoding the precision of beliefs, or how these modulate PE signals, and how 

these are changed by affective states like anxiety. We explore this in part in Chapters 3 and 

5 by examining how pwPEs modulate neural oscillatory activity in the brain using EEG and 

MEG, respectively. Moreover, we are only just beginning to tease apart how humans 

distinguish environmental change from unpredictability (the noisiness of outcomes); as such, 

how these uncertainties are distinguished and processed in the brain is an important but 

nontrivial challenge. Resolving these issues demands rich datasets and well-suited models to 

directly distinguish these uncertainties and contrast their processing in the brain (Piray & Daw, 

2020a, 2020b). 

 

1.4.7.4 Neuromodulation 

 

Other widely connected neuromodulatory networks are also theorised to regulate uncertainty 

and perform precision (attention) or synaptic gain tuning in the brain (Dayan, 2012b; Doya, 

2008; Iglesias et al., 2017, 2021; Sales et al., 2019; Yu & Dayan, 2005). Neuromodulatory 

systems convey uncertainty at slower timescales, whereas alternatively, ionotropic 

neurotransmitters have been argued to signal predictions and PEs directly (Friston, 2005; 

Shine et al., 2021). Theoretically, the neuromodulators act like a transistor, calibrating the 

activity of particular neural circuits (sensory inputs) corresponding to their uncertainty; turning 

up the signal to specific sensory PEs in the brain, and as such, the weight of influence on 

belief updates and the learning rate (Shine et al., 2021). Some notable neuromodulators 

theorised to play a role in precision include acetylcholine (ACh, see Moran et al., 2013; Yu & 

Dayan, 2002) and noradrenaline (NA, see Dayan & Yu, 2006; Zhang et al., 2013), and 

dopamine (DA, see Fiorillo et al., 2003; Friston et al., 2012, 2014; Hart et al., 2015; Iglesias et 

al., 2013; Schwartenbeck, FitzGerald, Mathys, Dolan, & Friston, 2015). These 

neuromodulators have been shown to contribute to the precision tuning of predictions and 



sensory input and play a part in transmitting uncertainty and RPEs (Iglesias et al., 2021; Sales 

et al., 2019; Yu & Dayan, 2005). Although the exact implementation is different, these 

neuromodulators have been associated with precision in PC process theories (Spratling, 

2017) and active inference accounts (Friston et al., 2011).  

 

Each neuromodulator is thought to be involved with a different component of the PC process. 

For instance,  ACh is proposed to adjust the gain of feedforward error signals in supragranular 

pyramidal cells (Dayan & Yu, 2006; Parr & Friston, 2017). Nicotinic ACh has been 

demonstrated to tune visual sensory precision (Disney et al., 2007; Parr & Friston, 2017), 

which implies the cholinergic system encodes the likelihood precision (Parr & Friston, 2018). 

And evidence supporting the involvement of ACh in encoding precision comes from both 

pharmacological (Marshall et al., 2016; Vossel et al., 2014) and neuroimaging (Moran et al., 

2013) studies. 

 

Midbrain DA neurons are hypothesised to reflect the encoding of RPEs (Bayer & Glimcher, 

2005) and the precision of beliefs about policies (Schwartenbeck, FitzGerald, Mathys, Dolan, 

& Friston, 2015). Iglesias et al. (2013) provided some evidence that ACh and DA both 

contribute to the precision weighting of PEs, although at distinct levels of the cortical hierarchy. 

Also, the conclusions from Iglesias et al. (2013) need to be taken with some caution, as it is 

difficult to interpret the fMRI results as exclusively reflecting DA and ACh functioning, for the 

dopaminergic midbrain and cholinergic basal forebrain where Iglesias et al. (2013) found 

correlates of lower-level and higher-level PEs are not exclusively comprised of those 

respective neuromodulators (for example there are also GABAergic and glutamatergic 

neurons present, see Düzel et al., 2009; Iglesias et al., 2021; Shine et al., 2021). Iglesias et 

al. (2021) sought to address this by pharmacological manipulation of DA and ACh, showing 

how these changes might modulate the expression of pwPEs in DA and ACh nuclei; but alas 

with no clearer results. Higher-level cholinergic pwPEs were not cleanly dissociated from 

lower-level dopaminergic pwPEs.      

 

Decision variability is thought modulated by noradrenaline (Jahn et al., 2018; Sara & Bouret, 

2012), with the precision of transitions (estimated volatility) represented in the locus coeruleus 

(Marshall et al., 2016; Parr & Friston, 2018). But noradrenaline has also been linked with signal 

detection (Aston-Jones & Cohen, 2005; Eldar et al., 2013)—which implies a functional 

compromise among exploratory actions and exploitative actions (Sales et al., 2019; Yu & 

Dayan, 2005). Other neuromodulators like serotonin (linked to various psychiatric conditions) 

have been associated with temporal discounting (Miyazaki et al., 2012) suggesting modulation 

to higher-level beliefs (Shine et al., 2021). For more details on neuromodulators and their role 



in predictive processing accounts of brain function, we direct the interested reader to (Parr & 

Friston, 2018; Shine et al., 2021). Further detailed treatment on current theories and evidence 

on representing uncertainty in the brain can also be found in Koblinger et al. (2021) and 

Dehaene et al. (2021). For now, it is sufficient to communicate that there are different 

processes that may control neural gain and the precision of beliefs in the brain. Interestingly, 

more recent work has explored the idea that neuromodulators such as DA may be transmitted 

down different frequency bands in accordance with a multiplexing principle (Gardner et al., 

2018; Iglesias et al., 2021; Nakahara, 2014), potentially connecting with phasic/tonic DA firing 

(Grace, 1991).  

 

1.4.8 Precision pathologies and brain dysfunction  

 

Accurate inference and adaptive learning depend on the subtle harmony of precision in 

multiple hierarchical levels. Accordingly, a growing number of studies have been linking 

impaired estimations of uncertainty to neuropsychiatric populations (Corlett & Fletcher, 2014; 

Friston, 2017; Friston, Redish, et al., 2017; Huys et al., 2021; Parr, Benrimoh, et al., 2018; 

Parr & Friston, 2018). In the process of belief updating, according to Bayesian PC theory, the 

brain is required to resolve which predictions to attend to and which error signals to disregard 

(Friston, 2005). Precision serves this function by attenuating or amplifying PEs, thus mediating 

what is “newsworthy” (Feldman & Friston, 2010). Alternatively put, attention assigns more 

weight to reliable information (Parr, Rees, et al., 2018). But precision is a quantity that needs 

estimating. And accordingly, problems estimating precision can produce inaccurate and 

atypical posterior beliefs and false inference as shown across several neuropsychiatric 

conditions (Adams et al., 2012; Fletcher & Frith, 2009; Friston, Redish, et al., 2017; Hauser et 

al., 2016; Lawson et al., 2014; Pellicano & Burr, 2012; Powers et al., 2017).  

 

From a physiological perspective, relating back to attention, the tuning from precision is 

conducted by mechanisms that regulate synaptic gain (Feldman & Friston, 2010). The 

synaptic gain process is theorised in multiple mechanisms, from neuromodulators such as 

acetylcholine (Moran et al., 2013; Yu & Dayan, 2002), noradrenaline (Dayan & Yu, 2006), and 

dopamine (Friston et al., 2014; Marshall et al., 2016), to synchronous gain and the ratio of 

excitation-inhibition (Friston, 2017). These candidate neurobiological mechanisms for 

precision bridge psychiatric and physiological pathology (Friston, 2017), opening up an 

investigation that spans Marr’s three levels of analysis: the computational, algorithmic, and 

implementational (Marr, 1982; Marr & Poggio, 1976). While computational psychiatry is no 

panacea, this does provide a good framework to understand and refine the modelling of 

psychiatric disorders (Franklin & Frank, 2015; Hauser et al., 2016).  



 

This line of research into precision pathology has borne many subsequent studies in a diverse 

array of neuropsychiatric populations (naming but a few: autism, Parkinson’s disease, 

schizophrenia, depression, stress, and anxiety). One recurring motif is a specific precision 

dysfunction that fails to maintain this equilibrium between sensory input and prior expectations 

(Friston, Redish, et al., 2017; Williams, 2016). Put simply, precision dysfunction is a departure 

from the appropriate estimation of uncertainty in a complex and changing environment. Aside 

from disorders commonly considered psychiatric, this is especially germane in Parkinsonism 

(Adams et al., 2016).  

 

It is well established that in Parkinson's disease there is atypical dopamine (neuromodulation) 

signalling in concert with a specific decline in the striatal structure that helps to regulate the 

aforementioned gain control mechanism—leading to a lack of control over increasing and 

decreasing sensory attention (Dauer & Przedborski, 2003; Friston, 2017). Deterioration in the 

substantia nigra pars compacta culminates in a dearth of dopamine in the striatum (Albin et 

al., 1989). This dopamine deficit produces difficulties generating movements that are thought 

explainable through a Bayesian PC lens (Parr, Rees, et al., 2018). Decreasing dopamine may 

bring about a stronger dependence on gradually shifting prior beliefs that fail to evaluate and 

integrate changes in time for the requisite movement (Jávor-Duray et al., 2017; Parr & Friston, 

2018). Interestingly, raising the level of dopamine, as with some Parkinson’s medication, may 

relax the dominance of hierarchically higher-level beliefs over lower levels, reintroducing 

spontaneous planning and impulsive actions (Parr, Rees, et al., 2018). Of particular pertinence 

to the reward learning focus of this thesis, elegant work by Frank and colleagues investigated 

reinforcement learning from both positive and negative outcomes using a probabilistic task, 

focusing on the encoding of dopaminergic neural firing and breaks in firing (Frank et al., 2004; 

Maia & Frank, 2011). In a Go and NoGo learning context, Frank et al. (2004) demonstrated 

that Parkinsonian patients with depleted striatal dopamine learn better relative to controls from 

negative outcomes, but that medication targeting dopamine reverses this bias (Adams et al., 

2016; Maia & Frank, 2011). Importantly, this imbalance may subserve unhealthy compulsively 

motivated gambling (disproportionately learning from wins but not losses), with the mirror 

pattern of learning (better learning from losses and not wins) seen in antidopaminergic 

medicated Tourette’s syndrome (who are hyperdopaminergic, see Adams et al., 2016; 

Palminteri et al., 2009). This is also connected with motivation and task vigour in apathetic 

populations (Bonnelle et al., 2015) as observed in Parkinson’s disease but also in depression 

and several other neuropsychiatric diseases (Adams et al., 2016; Ang et al., 2017; Le Bouc et 

al., 2016; Pessiglione et al., 2017). 

 



Autism and autism spectrum disorder (ASD) is one further condition that has been studied in 

this Bayesian PC framework (Lawson et al., 2014; Pellicano & Burr, 2012). Work so far has 

been informed by earlier observations that autistic individuals are to some degree 

insusceptible to sensory illusions (Happé, 1996; Simmons et al., 2009), may be better at tasks 

involving the detection of low-level features (Happé, 1999; Shah & Frith, 1983, 1993), and 

exhibit a local processing bias (e.g. Plaisted et al., 1999). However, later empirical work has 

also found no significant differences between ASD and controls in illusion susceptibility (Milne 

& Scope, 2008), and further discrepancies exist concerning motion coherence (Del Viva et al., 

2006; Milne et al., 2002) and other visual processing tasks in ASD (for a review see, Milne et 

al., 2005; Simmons et al., 2009). More recent work in understanding perception in autism from 

a Bayesian perspective has interpreted autism as a condition of lower precision priors relative 

to high sensory precision, leading to increased estimates of and larger updates about 

environmental volatility, to the detriment of learning about outcome noise (expected 

uncertainty, see Lawson et al., 2014, 2017; Pellicano & Burr, 2012).  

 

More specifically, this overreliance on incoming sensory data has been formulated as 

excessive and disproportionate precision estimates on the likelihood distribution (Lawson et 

al., 2014) with a potential origin in the low precision prior belief about environmental volatility 

(Lawson et al., 2017). The specific relevance of volatility is that overestimated environmental 

change thwarts precise estimates of the current state based on previous experience, making 

priors obsolete. Consequently, incoming sensory PEs exert a greater influence on belief 

updates.  

 

In a later study utilising the Bayesian HGF model, Lawson et al. (2017) provided compelling 

evidence that individuals with autism overestimate environmental volatility. Supplementing this 

computational result, linking to our previous discussion of the relevance of pupil responses 

and volatility estimates, autistic participants were found to exhibit increased encoding of trial-

by-trial changes in phasic noradrenaline as measured by pupillometry—reflecting 

disproportionate alterations to cortical gain in response to environmental change (Lawson et 

al., 2017). Additional studies have since expanded upon these findings, supporting the 

hypothesis that uncertainty and noise play a core role in inference in autism (Bast et al., 2021; 

de Vries et al., 2021; Manning et al., 2017; Palmer et al., 2015; Pomè et al., 2020; Seth & 

Friston, 2016; Van de Cruys et al., 2017; van Schalkwyk et al., 2017). 

 

Critically relevant for this thesis, anxiety is also thought to change our beliefs about the nature 

of the world (Aylward et al., 2019; Grupe & Nitschke, 2013; Paulus & Stein, 2010; Paulus & 

Yu, 2012) and is proposed connected to misestimation of uncertainty (Huang et al., 2017; 



Pulcu & Browning, 2019; Williams, 2016). As an overview, before we investigate in much 

further detail in the following chapters of this thesis, anxiety has been linked with several 

biases in cognition, some of which produce conflicting adaptive or maladaptive behavioural 

responses depending on the context (Grupe & Nitschke, 2013). Notably, there seems to be 

an important difference between performing sensory-perceptual based tasks (including threat 

detection) and higher-order executive functioning tasks (like calculating risk and probability, 

see Grillon et al., 2019; Grupe & Nitschke, 2013; MacLeod & Mathews, 1988; Miu, Miclea, et 

al., 2008; Robinson et al., 2019). From the sensory-perceptual perspective, anxiety appears 

typified by a pessimistic bias in evidence gathering as opposed to a bias in prior beliefs 

(Aylward et al., 2020; Kim et al., 2020). Studies have shown anxiety amplifies the processing 

of sensory input producing better performance on inhibitory and threat detection tasks (Cisler 

& Koster, 2010; Grillon, 2008; MacLeod & Mathews, 1988). However, performance in 

economic decision making and probability learning is impaired by anxiety (Grupe & Nitschke, 

2013; Huang et al., 2017; Miu, Heilman, et al., 2008; Remmers & Zander, 2018).  

 

Both sensory-perceptual and executive accounts could be explained by stronger or more 

resistant prior beliefs, as selectively attending towards threat (greater precision for prior beliefs 

about threat) may produce the above mentioned adaptive hypervigilance and sensory 

processing to detect threat (MacLeod & Mathews, 1988; Richards et al., 2014). Likewise, a 

bias in prior beliefs leads to a negative interpretation of ambiguous stimuli (Hartley & Phelps, 

2012; Mathews & MacLeod, 2005) and intolerance to uncertainty (Carleton et al., 2012), which 

can lead to inflexible prior beliefs as shown in biases toward probability expectation and 

pessimistic negative outcome evaluation (Borkovec et al., 1999; Butler & Mathews, 1987; Kim 

et al., 2020; Mitte, 2007; Stöber, 1997).  

 

Current reinforcement and Bayesian models are thus being employed to understand how 

anxiety influences the learning processes, and have been expanding our comprehension of 

anxiety as a learning problem (Browning et al., 2015; Grillon et al., 2019; Grupe & Nitschke, 

2013; Pulcu & Browning, 2017, 2019; Raymond et al., 2017; Robinson et al., 2013). But 

precisely how anxiety affects learning in different contexts and interacts with the different forms 

of uncertainty discussed so far remains difficult to pin down. The work in this thesis attempts 

to resolve some of these issues. In Chapters 2–4 we ask whether a temporary state of anxiety 

induced in the lab can shape learning from probabilistic reward in a volatile task environment 

using the HGF Bayesian model. And further, in Chapters 2 and 3, how this may impact the 

pwPEs and predictions vital to the proper updating of beliefs in a Bayesian PC process that 

modulates EEG responses. Whilst in Chapter 5 we turn to expand this same line of enquiry 



by focusing on high levels of trait anxiety and reward learning dynamics under uncertainty 

using high-resolution MEG recordings. 

 

1.4.9 Summary and relevance 

 

Our environments exhibit copious uncertainty, and this uncertainty represents an unavoidable 

feature that any learner needs to process to perceive and act efficiently. While not without its 

critics (Bowers & Davis, 2012), the statistical approach of Bayesian systems gives us a potent 

and sophisticated means to handle all forms of uncertainty and has established its value in 

motivating hypotheses concerning human learning and behaviour, especially providing 

insights into the non-optimal and atypical processes in certain neuropsychiatric groups. There 

is robust evidence that humans use Bayesian inference while performing sensorimotor and 

value-based learning and decision-making tasks by assimilating different types of information 

in line with its uncertainty. This line of enquiry has motivated different forms of hierarchical 

models of learning, including the Hierarchical Gaussian Filter, where this distinct arrangement 

of hierarchically organised uncertainty (expected, unexpected, estimation, volatility) are 

updated using an approximation of the Bayesian process in a PC framework. There is 

substantial data from normative accounts of learning that humans adapt to changes in their 

environment, and more recent evidence of a similar accomplishment concerning expected and 

estimation uncertainty. These investigations imply that we manage and conserve uncertainty 

estimates and utilise them in refining our learning. Computational modelling has afforded an 

elegant means to make visible and explicit predictions about a particular participant’s or 

group’s behaviour and their resultant neural activity while performing experimental tasks.  

 

It is easy to see how a dysfunction in the proper balancing of precision between prior and 

sensory evidence may represent a ubiquitous computational mechanism in pathophysiology 

(failures in neuromodulation or by neurodegeneration) and might explain many features of 

neuropsychiatric disorders. In this thesis, we present evidence that altered precision estimates 

are not exclusive to clinical populations, but that we all experience everyday emotional states 

like anxiety that can alter how we estimate precision and consequently learn from uncertain 

environments. As we shall see in the pages that remain to us, neurotypical participants with 

high trait anxiety, or those passing through a transient state of anxiety also experience 

changes to uncertainty estimates while learning about reward, with changes to M/EEG 

representations of these processes in the brain (Chapters 2–5). 

  



1.5 Emotions and anxiety 

 

1.5.1 Emotional states 

 

Emotional states are tightly coupled to the way we perceive the world, make decisions, and 

act (Heilman et al., 2010; Lerner et al., 2015). Emotions help to organise and give flavour to 

our experience (Bach & Dayan, 2017) and are thought evolutionarily adaptive (Darwin, 1956). 

Emotional and cognitive processes are thus interwoven. They shape ongoing behaviour and 

neural operations simultaneously (Pessoa, 2017), with subjective experience depending on 

cognitive systems—including attention and working memory (Baars & Franklin, 2003). A 

dysfunction in the regulation and control of emotions is a typical underlying factor in many 

psychiatric disorders (Dolan, 2002). Normative methods, like the previously covered 

reinforcement learning, have been shown to capture a closer mapping to behaviour when 

extended to integrate emotions (Sequeira et al., 2011). And more recent work in the Bayesian 

framework has been used to describe behaviour while incorporating interoceptive feedback 

and emotions (Garfinkel et al., 2015; Seth, 2013; Seth & Friston, 2016; Smith et al., 2019; 

Wager et al., 2015). These recast emotional states as inference about internal bodily states. 

Consequently, emotions can be thought of as statistics holding information about the 

properties of a state, influencing beliefs and actions about the world—potentially distorting 

inference (Allen et al., 2008; Eldar et al., 2016; Joffily & Coricelli, 2013; Moutoussis et al., 

2018). One example comes from computational psychiatry studies that have examined 

depressive moods and anhedonic/fatigue states, often treating depression as a result of low 

meta-cognitive beliefs about the degree of control over bodily states (Barrett et al., 2016; 

Paulus & Yu, 2012; Rutledge et al., 2017; Schutter, 2016; Smith et al., 2020; Stephan, Manjaly, 

et al., 2016). 

 

Yet the field of emotion research in psychology is rife with empirical debates, in particular 

about the definitional differences between potentially distinct emotions. Are emotions cleanly 

divided into exclusive states, as propounded by James (1922) and Ekman and colleagues 

(1983)? Alternatively, are emotions continuous and exhibit a precise value on a set of valence 

and arousal axes (see Russell, 2009)? Psychology has chiefly concerned itself with self-

reports of feelings (like with happiness, anger, fear) that lend examination relative to affect 

(Bach & Dayan, 2017; Kuppens et al., 2013; Russell, 1980), or subjective experience relative 

to alterations in the body, action or motivation (Bach & Dayan, 2017; Oatley & Johnson-Laird, 

2014; Scherer et al., 2001). By contrast, other work has considered first and foremost the 

cross-species ethological study of emotional facial expressions, speech articulations, and 



body mannerisms (Darwin, 1956), making links between humans and non-human animals by 

categorising ‘anxiety-like’ or ‘fear learning’—explicitly admitting difficulties in interpretation 

(Bach & Dayan, 2017; Burgdorf & Panksepp, 2006; Calhoon & Tye, 2015; Herry & Johansen, 

2014; Stephan, Bach, et al., 2016). As a consequence of this variability in thought about 

emotions, the theoretical landscape is equivalently varied.  

 

Here we attempt to obviate the complex discussion about definition by taking a cognitive 

science approach, concentrating on reporting the potential causes and effects of emotions as 

a result of cognitive processes—like the identification of threat and the gaining of reward 

(Oatley & Johnson-Laird, 2014). We therefore ask: what are the normative roles of emotion? 

For example, in a happy or safe emotional state, organisms show a preference for 

approaching behaviour, as with food or other rewards. By contrast, negative emotional states 

like fear or anxiety produce escape or behavioural inhibition to threatening stimuli, 

respectively. On the arousal axes of emotions, this might produce high levels of alertness or 

freezing responses (De Boer & Koolhaas, 2003; Grupe & Nitschke, 2013; Lang, 1995; Perkins 

& Corr, 2014).     

 

To achieve this, we need to flesh out the argument for emotion as a feedback process and 

consider the evidence for the interactions between emotions and decision making and 

learning. After, we turn to focus on the emotional experience of anxiety; looking more closely 

at how anxiety shapes the way in which we learn from and interact with complex dynamic 

environments. We aim to connect environmental uncertainty with anxiety and how this impacts 

learning behaviour and neural processing. According to recent theory, volatility might provoke 

feelings of anxiety, as environmental uncertainty concerns the space of uncertainty itself 

(Dugas et al., 1997, 2005). It is this emotional ‘indeterminability’ that others have associated 

with intolerance of uncertainty, especially in anxiety (Carleton, 2016; Carleton et al., 2012). 

Interestingly, intolerance of uncertainty in anxiety has been shown to predict increases in 

striatal volume (Kim et al., 2017), relating anxiety to striatal circuits for reward learning and 

decision-making (Balleine et al., 2007). If this is a correct interpretation, we aim to triangulate 

this claim by investigating in later Chapters 2–5 how anxiety interacts with learning in 

uncertain reward environments.    

 

  



1.5.2 Emotion as a slow decision making system 

 

Emotions provide feedback to cognitive processes like decision making (Paulus & Yu, 2012). 

They are in that sense predictive. Consider a hyena being chased by a lion, trying to predict 

whether it will die. Fear can be interpreted as the hyena’s prediction of whether it will die 

(Fanselow, 1994; Lang et al., 1997; Miller, 1948). Similarly, rumination and worry in anxiety 

disorders can be understood as maladaptive problem solving (Bishop & Gagne, 2018; 

Kircanski et al., 2015; Szabó & Lovibond, 2006; Treynor et al., 2003; Watkins, 2008). Yet 

Baumeister and colleagues aver that emotions like fear are too sluggish in the face of life or 

death scenarios as described above (Baumeister et al., 2007). As such, emotions are thought 

to slowly modulate future states and responses by experience, potentially accomplishing this 

through learning biases in memory (Cahill et al., 1994; Strange & Dolan, 2004). There is, 

however, an important distinction between affect as a short term, expressive and specific 

emotional experience, and mood, as a longer-term, latent and diffuse experience (Clark et al., 

2018; Lang et al., 1997; Mendl et al., 2010). One excellent study providing evidence for mood-

based alterations to decision making conducted an experiment where mood is held constant 

by the ingestion of a sugar pill that ostensibly causes participants to become unaffected by 

mood alterations for the following couple of hours (Manucia et al., 1984). That study 

demonstrated that mood, when believed unalterable, can either promote helping behaviours 

(when happy) or promote futility in helping (when sad)—also showing that behaviour induces 

changes to mood. This interaction between emotional feedback and learning and decision 

making has since enjoyed considerable focus in neuroscience (Aylward et al., 2019, 2020)—

with an excellent computational review of mood in (Clark et al., 2018). Articulated in the 

terminology of the preceding sections of this thesis, emotions as either affect or mood may 

interact with model-free reinforcement learning processes, or with model-based processes 

through the biasing of (hyper) priors or modulation of computational quantities like precision. 

However, the model-based mechanism is particularly prone to biases, like with the emotional 

bias toward salient stimuli (Gilbert & Wilson, 2009) or biases in attention toward negative facial 

expressions (Duque & Vázquez, 2015), and more generally toward negative emotions in 

depression (Browning et al., 2012; Harmer et al., 2009; Harmer & Cowen, 2013).  

 

The following Chapters 2–5 continue this line of reasoning by testing the effect of anxiety in 

shaping ongoing reward learning behaviour and brain dynamics. We focus on assessing how 

anxiety might bias computations of uncertainty during reward learning in changing 

environments. From a clinical perspective, mood instability is a common complaint across 

diagnoses (particularly prominent in bipolar disorder and borderline personality disorder, 

Broome & de Cates, 2015; Henry et al., 2001). And the effects of an anxious mood, as with 



states of anxiety, are understudied using a computational approach, especially concerning the 

engagement with reward feedback. In Chapter 2 we tested how inducing state anxiety 

changes how participants learn from rewarding outcomes and unrewarded outcomes, 

modelling behaviour with the HGF and testing how pwPEs modulate EEG signals. Despite not 

demonstrating a mechanistic link between these processes, that study demonstrates that 

anxiety biases uncertainty estimates and alters reward learning performance. Later in Chapter 

3, we show how these changes to HGF model estimates of predictions about the tendency of 

reward and pwPEs about stimulus outcomes are correlated to altered spectral content of the 

EEG signal. While in Chapter 5 we report how high levels of trait anxiety shape ongoing 

reward learning performance, HGF model estimates, and pwPE and prediction modulation to 

oscillatory responses of MEG signals.  

 

1.5.2 Adaptive emotions: anxiety and fear 

 

Emotions serve an adaptive function, with fear and anxiety preparing animals for threats and 

contributing toward survival (Grillon et al., 2019; Grupe & Nitschke, 2013; Perkins & Corr, 

2014; White et al., 2010). In contrast to fear—which is typically in response to an explicit and 

imminent threat—anxiety is a more diffuse response to equivocal threats with predicted 

negative outcomes (Grillon, 2008; LeDoux & Pine, 2016; Steimer, 2002). Anxiety prepares 

organisms for survival; to deliberate, assess risk, and deploy effective strategies from previous 

experiences (Grupe & Nitschke, 2013; Perkins & Corr, 2014). By this definition, anxiety 

concerns uncertainty over potential hostile outcomes, producing distinct behavioural, neural, 

and cognitive states compared with similar adaptive responses to fear or stress (Davis et al., 

2010; Grillon, 2008; Grillon et al., 1991; Tovote et al., 2015). However, fear is also convolved 

with anxiety, producing perturbation and turmoil in response to impending threats, with the 

special case of posttraumatic stress: where fear exists detached from the experience that first 

induced the anxious experience (Ehlers & Clark, 2000). It is therefore important to investigate 

anxiety using several alternative methods to inform a more complete understanding of the 

neurobiological system (Grupe & Nitschke, 2013; Perkins & Corr, 2014). 

 

Uncertainty is so central to anxiety that assessments of uncertainty play a core role in 

diagnosing anxiety disorders (Carleton et al., 2012; Quintana et al., 2016). Clinical anxiety 

disorders are an increasingly high-priority public health issue (Grillon et al., 2019; Stein & 

Craske, 2017), with anxiety representing the primary driver of mental health disability (Kessler 

et al., 2005) coming at a tremendous expense to both society and individuals (Chisholm et al., 

2016). Accordingly, anxiety has been extensively studied (Blanchard & Blanchard, 1988; Gray 

& McNaughton, 2000), receiving growing research attention in the last decade, producing 



elegant evidence for the neurobiological processes and physiological mechanisms that 

subserve the creation and maintenance of this state (Bishop, 2007; Calhoon & Tye, 2015; 

Grillon et al., 2019; Grupe & Nitschke, 2013; Mkrtchian, Aylward, et al., 2017; Quirk & Mueller, 

2008; Robinson et al., 2013, 2019).  

 

1.5.2.1 Trait, state, and clinical anxiety 

 

Subclinical “trait” anxiety refers to a reasonably reliable representation of a person’s general 

degree of anxiety (Taylor, 1953; Wiedemann, 2015), typically measured using self-report 

questionnaires (Carver & White, 1994; Spielberger et al., 1968; Watson et al., 1988). 

Spielberger’s State-Trait Anxiety Inventory (STAI, Spielberger, 1983a) measures trait anxiety 

by the self-reported frequency of experienced anxiety from everyday events over the lifespan, 

coupled with an overall pronounced view of the world as threatening (Clark & Beck, 2011; 

Raymond et al., 2017; Spielberger, 1983a). While the STAI has been shown to closely overlap 

with components of anxiety and depression, it is a good metric to show a person’s risk of 

developing an anxiety disorder and likelihood of experiencing future anxious states (Grupe & 

Nitschke, 2013; Nitschke et al., 2001; Raymond et al., 2017; Watson et al., 1995).  

 

A temporary “state” of anxiety, by contrast, is defined as a transient affective state related to 

temporary apprehension and worry. State anxiety can also be measured using self-reported 

feelings of anxiety, but concerning the moment of filling out the report (Spielberger, 1983a). 

State anxiety is also linked with physiological markers, including respiratory and heart rate 

changes (Endler & Kocovski, 2001; Spielberger, 1979; Wiedemann, 2015). Despite escalating 

levels of trait anxiety being associated with an increase in the risk of clinical anxiety (Chambers 

et al., 2004), precisely how this operates remains unknown, but the interrelation between 

increased threat processing and experiencing anxious states is one hypothesised route 

(Raymond et al., 2017; Robinson, Overstreet, et al., 2013).  

 

Classifications of disorderly clinical anxiety are commonly specified using the Diagnostic and 

Statistical Manual of Mental Disorder (DSM-IV and DSM-V, American Psychiatric Association, 

2013; Segal, 2010). Clinical anxiety disorders in the DSM-IV include generalized anxiety 

disorder (GAD), panic disorder (PD), social anxiety disorder (SAD), posttraumatic stress 

disorder (PTSD), specific phobias, and obsessive-compulsive disorder (OCD). The major 

change between the DSM-IV and DSM-V worth noting here is the exclusion of post-traumatic 

stress, acute stress, and obsessive-compulsive disorders from the definition of anxiety (Park 

& Kim, 2020). The revisions found in the DSM-V (informed by molecular genetics and 

neuroimaging work) are not without scrutiny (Park & Kim, 2020)—not least because of the lack 



of reliable biological markers and processes for anxiety disorders. However, as the focus of 

the work in this thesis concerns subclinical trait and state anxiety, we will leave the discussion 

for others to take up (see Park & Kim, 2020). Moreover, while a comprehensive review of the 

physiological and behavioural sequelae of clinical anxiety is outside the scope of this paper 

(for a detailed review see Grupe & Nitschke, 2013; Wiedemann, 2015), in what follows below, 

we present recent computational and neuroscientific efforts to elucidate individual differences 

in how anxiety changes cognition, focusing on pertinent neuroimaging and 

electrophysiological work from trait, state, and clinical studies.   

 

1.5.2.2 Anxiety in the lab 

 

Lab-based studies that use periods of shock and safety to induce a state of anxiety have 

consistently shown, supporting the adaptive account of anxiety, that anxiety sharpens sensory 

processing and creates a condition of hypervigilance and hyperarousal (Cornwell et al., 2017; 

Grillon et al., 2019; Robinson et al., 2013). These states are considered adaptive when 

performing sensory-perceptual based tasks, as anxiety can improve performance. These 

improvements to task performance under induced anxiety are well documented in the 

detection of threat (Grillon & Charney, 2011; Robinson et al., 2011) and when applying 

attention to task-relevant stimuli (Cornwell et al., 2011; Edwards et al., 2010; Kim et al., 2020). 

Yet it is important to remember that clinical levels of anxiety are maladaptive, disrupting lives 

with the overapplication of these hypervigilant threat-aware states to everyday settings 

(settings mostly absent of threat). Interestingly, the attentional bias to negative emotional 

stimuli like threats has been shown correlated with higher functional connectivity between the 

dorsal ACC, dorsomedial PFC, and the amygdala (Bishop & Forster, 2013; Etkin et al., 2011; 

Robinson et al., 2012).  

 

At the neural level, aversive PEs from fearful faces relative to happy faces during lab-induced 

anxiety have been shown to correlate with increased fMRI activity in the VS (Schmitz & Grillon, 

2012). A thought-provoking line of research might be exploring these threat-related biases and 

their neurobiological correlates in trait anxiety, similarly to those demonstrated by White et al. 

(2017). Using EEG and MEG, one reliable event-related deflection known to represent 

unexpected stimuli is the mismatch negativity (MMN, PEs in response to a violation in a series 

of established stimuli). Or in MEG studies, the magnetoencephalographic MMN (MMNm, see 

Garrido et al., 2009; Näätänen et al., 2011). A healthy MMN/m response thus represents the 

adaptive and efficient early identification of a change to the environment (fast orienting to 

potential threats, Grillon et al., 2019; Wessel & Aron, 2017). The MMN/m is a metric for 

sensory vigilance (Fan et al., 2018; Gené-Cos et al., 1999). Accordingly, atypical amplification 



of the MMN/m is documented in several anxiety disorders, including panic disorder (Chang et 

al., 2015), PTSD (Ge et al., 2011; Morgan & Grillon, 1999), and phobia (Mager et al., 2001). 

And also in healthy individuals passing through a transient state of anxiety (Cornwell et al., 

2007, 2017). As such, these brain-based results provide empirical support of healthy and 

patient findings detailing hypervigilant susceptivity to volatility (Grillon et al., 2019) and 

behavioural inhibition (Marshall et al., 2009).  

 

Other studies have demonstrated alternative effects on performance in different cognitive 

tasks. For example, anxiety has been shown to improve long-term memory (Singh et al., 1979) 

but degrade short-term memory (Kalisch et al., 2006; Lavric et al., 2003; Shackman et al., 

2006; Vytal et al., 2012). Anxiety is also documented to impede inhibition in emotional-based 

Stroop tests, where the aim is to identify the colour of a word and disregard semantic content 

(Richards & Millwood, 1989). Moreover, hypervigilance to threat can impede cognitive control 

processes such as response inhibition in tasks where the threat is uncoupled from the task 

(Roxburgh et al., 2020). This ability to control response inhibition was recently shown to be 

correlated with increases in beta band oscillatory activity in the right inferior frontal gyrus (IFG) 

of control participants, whereas anxious participants lacked this beta response (Roxburgh et 

al., 2020). In contrast to these disadvantages, anxiety can improve inhibition-based avoidance 

during experiments manipulating Pavlovian responses using a go–nogo task (Bishop & 

Forster, 2013; Grillon et al., 2017; Mkrtchian, Roiser, et al., 2017). Thus, anxious states appear 

to strike the balance between preparing responses for potential threats that may be wrong or 

inappropriate and having more effective responses that may be unnecessary—depending on 

whether Pavlovian responses align with instrumental processes (Grupe & Nitschke, 2013).  

 

Generally, the literature describes a behavioural state of readiness, alertness, and attention 

to negative environmental input like threat. These behavioural responses are also found when 

testing anxious individuals who reach the criteria for clinical anxiety (Britton et al., 2013; Duits 

et al., 2015; Grillon et al., 2019; Grupe & Nitschke, 2013; Howlett et al., 2019; Huys et al., 

2016; Maia et al., 2017; Robinson et al., 2013). An alternative to testing anxiety with shocks, 

however, is anxiety induced by a social stressor, like with a public speaking task (for example, 

the Trier Social Stress test, Kirschbaum et al., 1993)—sometimes referred to as psychosocial 

stress (see Grillon et al., 2019). These social stress tests have consistently been shown to 

produce both anxious and stress responses depending on how they are administered. While 

participants perform the TSST, stress is induced, confirmed by hormonal changes in cortisol—

similar to predictable shocks (Hellhammer et al., 2009; Roelofs et al., 2007; Takahashi et al., 

2005). But importantly, when social stressor tasks are used as an undefined anticipatory future 

threat of social stress, they are known to induce apprehension and worry consistent with 



subjective, physiological, and neural changes associated with anxiety (Gorman & Sloan, 2000; 

Ionescu et al., 2013; Labuschagne et al., 2019). In Chapters 2–4, we use this latter 

psychosocial approach, showing its effectiveness in driving cardiovascular responses 

(Chalmers et al., 2014; Friedman, 2007) linked with anxiety, impairing reward-based learning, 

and altering computations of uncertainty thought vital to understanding both anxiety and 

theories of information-theoretic statistical inference (Friston et al., 2006; Hein et al., 2021; 

Sporn et al., 2020).  

 

1.5.2.3 Diathesis-stress model 

 

An important model of anxiety that explains how maladaptive avoidance and symptoms of 

anxiety are intensified by environmental stressors is the diathesis-stress model (Monroe & 

Simons, 1991). Evidence from subjective self-reports has recently been substantiated by 

behavioural and computational modelling work supporting the diathesis-stress model of 

anxiety. In particular, it has been shown that anxious participants display magnified Pavlovian 

inhibition responses toward aversive outcomes (Mkrtchian, Aylward, et al., 2017) and that 

higher learning rates about punishment are observed under stress from threat of shock, in 

spite of a lack of effect from acute stress (Valton et al., 2019). This evidence speaks to the 

recursive nature of anxiety, where trait anxiety levels repeatedly interact with environmental 

stressors that serve to exacerbate and increase anxiety (Ghosh et al., 2013)—potentially fitting 

the profile for anxiety disorders over time (Raymond et al., 2017). Others have noted that 

engaging with anxious thought processes and producing characteristic behavioural habits can 

reinforce the associated neural connections (Grupe & Nitschke, 2013). As such, these 

systems may be chronically activated and turned maladaptive in disorders such as PTSD, 

even when no threat or experimental anxiety manipulation is present (Grillon et al., 2019). 

 

The relevance of the work included in this thesis is as follows. Just as anxious behavioural 

responses (e.g. maladaptive avoidance) can be learned and produce higher levels of anxiety 

(as avoidance tends to extinguish the opportunity to learn about safety), these maladaptive 

responses can also be unlearned, as demonstrated in therapy (Ishikawa et al., 2007; James 

et al., 2020; Moutoussis et al., 2018). Yet the way anxious individuals learn from and respond 

to reward-based signals, potentially in an effort to reduce anxiety, remains critically 

understudied—especially using a computational approach. The reason for this dearth in 

research is that anxiety is typically associated with difficulties processing and engaging with 

aversive stimuli, while depression is associated with difficulties in processing and engaging 

with reward (Bishop, 2007, 2008, 2009; Grillon et al., 2019; Grupe & Nitschke, 2013). 

Consequently, the utility of researching reward learning in anxiety, and its potential for 



therapeutic use, has been overlooked. To address this, in Chapters 2–5, we focus solely on 

the effects of state anxiety and subclinical trait anxiety on reward-based learning in healthy 

participants in dynamic and uncertain learning environments. We hope to expand our 

understanding of how anxiety, uncertainty, and reward signals interact in healthy volunteers, 

with the ultimate aim of informing future treatments of anxiety and anxiety disorders 

(Moutoussis et al., 2018).  

 

1.5.2.4 Anxiety and executive functioning 

 

In contrast to the earlier mentioned adaptive benefits of anxiety on sensory-perceptual tasks, 

when performing executive functioning based tasks, anxiety typically vitiates learning, as with 

reward-based learning and economic decisions under risk (Hartley & Phelps, 2012). When 

faced with uncertain decisions, anxiety produces risk averse responses, selecting, for 

example, more predictable lower payments instead of uncertain higher payments (Charpentier 

et al., 2017; Maner & Schmidt, 2006) and biasing expectations to pessimistic negative 

outcomes (Borkovec et al., 1999; Butler & Mathews, 1987; Kim et al., 2020; Mitte, 2007; 

Stöber, 1997). While performing economic decision-making tasks, anxiety is known to interfere 

with and lead to suboptimal decisions (de Visser et al., 2010; Miu, Heilman, et al., 2008; 

Remmers & Zander, 2018). (For excellent reviews of the well-established effect of anxiety on 

decision-making, see Hartley & Phelps, 2012; Miu, Miclea, et al., 2008; Paulus & Yu, 2012).  

 

To illustrate, Miu et al. (2008) used an Iowa Gambling Task (a multi-arm bandit task with 

different probabilistic contingencies for each arm, using both reward and loss feedback) to 

show that high levels of trait anxiety were linked with poorer decision making, selecting the 

disadvantageous choice more frequently than lower trait anxious participants. In that study, 

Miu et al. (2008) appeal to several explanations, including difficulties attending to and selecting 

relevant cues (perhaps looking instead to avoid potential negative outcomes, see Charpentier 

et al., 2017; Giorgetta et al., 2012), distraction by unrelated stress, and a possible influence of 

known correlated activity in the amygdala and its potential impact on decision making (making 

it more probable that anxious people will select the choice with reliable positive emotional 

feedback, see Gu et al., 2017; Xu et al., 2013).  

 

In a later compelling and influential study, Browning et al. (2015) examined how high levels of 

trait anxiety influenced feedback learning from aversive outcomes in an uncertain learning 

environment. As detailed above in the Behrens et al. (2007) study, an ideal Bayesian learner 

will fit the learning rate (the strength of the reliance on each new outcome in influencing belief 

updates) to resolve changes in volatility, with higher estimated volatility driving higher learning 



rates. The study by Browning et al. (2015) demonstrated that high trait anxiety was negatively 

correlated with the capacity to calibrate the learning rate to changes in the ground truth 

probability of receiving a shock. Importantly, in the Browning et al. (2015) study, volatility was 

between stable blocks, where the probability of one stimulus delivering the shock was 0.75 

and the other 0.25, and volatile blocks, where the probability of a stimulus delivering a shock 

changed every 20 trials between 0.8 and 0.2. Additionally, this study showed that high trait 

anxiety was linked with diminished correlations between pupil responses and volatility relative 

to low trait anxious participants (a few seconds post-outcome, also demonstrated above in 

Section 1.4.8.3, see Aston-Jones & Cohen, 2005; Vincent et al., 2019; Zénon, 2019). A paper 

by Raymond et al. (2017) recently observed that dampened pupil responses to environmental 

change might reflect a concurrent inhibition of the central amygdala on the Edinger–Westphal 

nucleus (Lissek, 2012; White & Depue, 1999). An effect consistent with research in fear 

conditioning, where diminished modulatory activity in the ventromedial PFC that modulates 

the amygdala has been shown (Indovina et al., 2011; Raymond et al., 2017). 

 

A later experiment by Pulcu & Browning (2017) supported the behavioural modelling results 

of Browning et al. (2015), presenting evidence for impaired learning rate adaptation, but 

concerning reward loss. One potential reason for this is that anxious learners may estimate a 

higher level of environmental change in all encountered environments (Bishop & Gagne, 

2018). Aberrant adaptation to volatility in learning has also been documented in socially 

anxious people during an aversive learning task using angry and happy faces (Piray, Ly, et 

al., 2019). Also in that study, using fMRI, Piray et al. (2019) demonstrated that high trait socially 

anxious participants’ dorsal ACC (dACC) activity did not (as with the low socially anxious 

group) covary with the learning rate. In other similar work using a multi-arm bandit task with 

dynamic reward and punishment probabilities, Aylward et al. (2019) provided strong evidence 

that unmedicated mood and anxiety disorder symptoms exhibited an increased punishment 

learning rate. This meant that anxious participants more rapidly learned about and updated 

their behaviour from negative feedback suggesting they assimilate aversive outcomes about 

threat across a lower number of trials (Aylward et al., 2019). The authors suggest this may 

indicate the overestimation of the probability of negative outcomes and also may produce 

avoidance behaviours.  

 

More recently, inspired by these studies, our work in state anxiety and motor learning (Sporn 

et al., 2020) and experiments run by others on trait anxiety (Huang et al., 2017) have started 

to explore reward-based probabilistic learning where contingencies are unknown and may 

change throughout the experiment. In contrast to primary reinforcers like aversive shock, the 

effects of anxiety on learning from secondary reinforcers like monetary reward remain 



unestablished, especially considering the unknown differences between state and trait 

anxiety. This line of reward-based enquiry has also begun to reveal that anxiety disrupts the 

learning of probabilistic contingencies and interferes with the estimation of uncertainty. 

Accordingly, this thesis seeks to more closely examine the largely overlooked probabilistic 

reward-based feedback learning in subclinical anxiety, especially in dynamic environments 

where volatility produces uncertainty about outcomes (Chapters 2–5). This may aid in our 

comprehension of suboptimal decision making in anxiety and might help to inform 

understanding of learning biases in clinical anxiety. 

 

1.5.2.5 Biases in anxiety 

 

One discrepancy worth further examination between the studies of sensory-perceptual 

processes (Cornwell et al., 2017; Grillon, 2008; Richards et al., 2014) and work in executive 

functions (Hartley & Phelps, 2012; Miu, Miclea, et al., 2008; Paulus & Yu, 2012) and our work 

in reward learning (Hein et al., 2021; Sporn et al., 2020) is the enhancement of either sensory 

input or prior/posterior beliefs. The aetiology of anxiety disorders has been explained using 

cognitive biases in learning (Grupe & Nitschke, 2013; Kim et al., 2020; Mathews et al., 1997; 

Mineka & Zinbarg, 2006) that are also thought to perpetuate anxiety (Nelson et al., 2010). 

These include expected value biases and impaired safety learning (Grupe & Nitschke, 2013). 

As mentioned above, sensory-perceptual based tasks show anxiety increases the processing 

of sensory input and leads to better performance on inhibitory and threat detection tasks 

(Cisler & Koster, 2010; Grillon, 2008). By contrast, higher-order executive functions typically 

report an impediment to task performance (decision making and probability learning, see 

Grupe & Nitschke, 2013; Miu, Heilman, et al., 2008; Remmers & Zander, 2018). In addition to 

these, a negative interpretation of ambiguous stimuli is also considered a core attribute of 

anxiety (Hartley & Phelps, 2012; Mathews & MacLeod, 2005). We speculate a potential bridge 

between these two accounts might be found in resistant and biased prior/posterior beliefs.  

 

This is expressed as selectively attending towards threat (Richards et al., 2014), a stronger 

prior for expecting high levels of environmental change and potential threatening or aversive 

outcomes, and thus a response of increased vigilance and sensory processing to anticipate, 

detect and move away from threat (Bar-Haim et al., 2007; Wise et al., 2019). But also, this is 

expressed in inflexible and recalcitrant beliefs as shown in cognitive biases toward probability 

expectation and pessimistic negative outcome evaluation (Borkovec et al., 1999; Butler & 

Mathews, 1987; Kim et al., 2020; Mitte, 2007; Stöber, 1997). These judgment biases are linked 

with the neural circuitry of online expected value estimation (Grupe & Nitschke, 2013; Levy & 

Glimcher, 2012), and contextualise our work in the following Chapter 2 and 5 on biased beliefs 



in anxiety during reward learning, as these areas influence decision-making (Hein et al., 2021; 

Sporn et al., 2020). By contrast, earlier sensory cognition may represent more rapid primed 

perceptual biases, primarily in subcortical and posterior cortical circuits (Davis et al., 2010; 

LeDoux & Pine, 2016). The phylogenetic complexity of executive functions like decision 

making may produce more sophisticated biases such as confirmation bias and conservatism 

(Hilbert, 2012; Oswald & Grosjean, 2004; Tappin et al., 2017). Yet evidence implies biases 

like these are not reserved to clinical populations. Healthy individuals put in the same 

scenarios troubling those with anxiety disorders frequently show similar responses and biases 

(de Jong et al., 1998; Moutoussis et al., 2018; Pury & Mineka, 1997). Moreover, executive 

biases (confirmation bias) are connected to PFC processing and to genes linked with 

prefrontal dopaminergic function thought critical to efficient reward learning (Doll et al., 2011; 

Kappes et al., 2020)—a region also overlapping with neural changes in anxiety, to be 

discussed in Section 1.5.3 below.  

 

From a computational Bayesian PC perspective, these biased beliefs can exert influence over 

neural processing via two primary routes: i) inhibition from top-down predictions, and ii) 

postsynaptic gain (precision) regulation (Bauer et al., 2014; Brown & Friston, 2013; Ferguson 

& Cardin, 2020; Larkum et al., 2004). Relating this to anxiety and uncertainty, increased 

precision in expectations of adaptive factors like attention to threat may tune the postsynaptic 

gain of early sensory processing, modulated by both neurotransmitters and attentional 

processes (Bishop, 2008; Desimone & Duncan, 1995; Feldman & Friston, 2010; Kastner & 

Ungerleider, 2000). Alternatively, anxious individuals may have more precise priors and 

predictions that serve to functionally inhibit the processing of lower sensory PEs in order to 

maintain strong prior beliefs about the world (a resistance to update, Butler & Mathews, 1983, 

1987; Mitte, 2007; Stöber, 1997). The devil, it appears, is in the detail of the contextual 

determinants driving perception and action.  

 

To summarise, greater uncertainty about volatility and higher volatility estimates increase 

learning from sensory input (Iglesias et al., 2013; Lawson et al., 2017, 2020). Volatility alters 

decision making under anxiety in aversive feedback settings (Browning et al., 2015). 

Furthermore, anxious hypervigilance in volatile environments produces heightened stimulus-

driven processing, optimising attention toward threat signals (Cisler & Koster, 2010; Cornwell 

et al., 2017; Robinson, Overstreet, et al., 2013; Shackman et al., 2011; van Marle et al., 2009). 

Inversely, when prior beliefs are estimated with more confidence, learning slows, potentially 

preserving safety (avoiding risk). In non-threatening environments, this may lead to 

descending predictions dampening learning about input. This highlights an important and still 

unresolved question about how different types of biases in anxiety may be linked with different 



learning contexts and behaviours. However, one potential link to help explain these 

discrepancies could be avoidance behaviours.  

 

1.5.2.6 Avoidance behaviours 

 

Avoidance may be a particularly important component of anxiety that subserves both stronger 

prior beliefs about reward outcomes and the detection of threatening environmental cues. As 

anxiety produces an intolerance of uncertainty and potential negative outcomes and emotional 

and ambiguous stimuli are interpreted in a biased threatening way, a potential defence 

mechanism employed under anxiety is to avoid prospective catastrophe (Aylward et al., 2019; 

Bar-Haim et al., 2007; Borkovec et al., 2004; Dugas et al., 2005; Grupe & Nitschke, 2013; 

Indovina et al., 2011; Mathews & Mackintosh, 1998; Mitte, 2007; Mkrtchian, Aylward, et al., 

2017; Wise et al., 2019). One illustration of avoidance behaviours is shrinking from social 

events for fear of embarrassment (Mkrtchian, Aylward, et al., 2017). Avoiding anticipated 

uncertainty and biases toward safety may play a critical role in the maintenance of anxiety 

disorders. A recursive loop may be formed where one increasingly avoids potentially harmful 

situations as the punishment learning rate increases. Thus a greater number of cues drive 

fear, and behaviours that would otherwise minimise fear are negatively reinforced (Raymond 

et al., 2017). Consequently, overestimating negative events accelerates, producing fewer 

opportunities to extinguish the fear experienced—prioritising avoidance at the cost of 

exploration and thereby exacerbating anxiety (Krypotos et al., 2015; Mkrtchian, Aylward, et 

al., 2017). Because of that, avoidance also contributes centrally to the psychological treatment 

of anxiety (Baum, 1970; Maner & Schmidt, 2006; Pittig et al., 2018). However, an often 

overlooked implication of safety-seeking biases in anxiety is the treatment seeking itself 

(Lorian & Grisham, 2011). We thus need to understand more about engaging (not avoiding) 

in anxiety; more about the motivational components of anxiety and how anxiety and motivation 

interact with learning from reward, not simply avoiding punishments. This we will explore in 

Chapter 3 concerning the potential motivational influence of anxiety. 

 

1.5.3 Neurobiological correlates of anxiety for reward and probability 

 

Having closely examined the behavioural and some potential neural and computational effects 

of anxiety, we pause here to consider the imaging evidence of the neurobiological correlates 

of anxiety relating to probability biases. This comes from neuroimaging work using fMRI and 

electrophysiological work using both EEG and MEG.  

 



Following early neuroimaging studies on emotion processing specifically in the amygdala 

(Morris et al., 1996; Vuilleumier et al., 2001; Whalen et al., 1998), more recent work has 

continued this by examining the role of anxiety in modulating amygdala activity and its 

connections (White et al., 2017). For several core attributes of anxiety, the amygdala has been 

shown to significantly contribute (Bishop, 2007; Grillon et al., 2019; Raymond et al., 2017). 

For example, for fear learning (Davis, 2000; Duvarci & Pare, 2014), when detecting threat 

(Davis, 1992), and for amplifying the processing of emotional and threatening information 

(Vuilleumier, 2005). Moreover, the amygdala is engaged when detecting novel information 

(Ousdal et al., 2014; Wessel et al., 2012). Of particular relevance is a study by Cornwell et al. 

(2007) showing the amygdala is engaged by auditory stimulus deviance (the MMNm) in a 

MEG based study where the deviance occurred in a similar temporal range to the inferior 

frontal gyrus. This experiment provides one excellent indication that electrophysiological 

research in state anxiety can inform clinical investigation. Inducing a state of anxiety in 

subclinical participants revealed the normative mechanisms (amplified MMNm and shifts 

between feedforward and feedback error transmission) necessary to provide a link to the 

potential processes that might also subserve anxiety pathology (Grillon et al., 2019).  

 

The amygdala is thus crucially involved in shaping anxious responses. For this reason, 

variance in associative learning originating in the amygdala is thought to contribute to the 

generation of anxiety, pushing particular anxious behaviours, but also in the broader biasing 

of cognitive systems (Averbeck & Costa, 2017; LeDoux, 2014, 2015; Phelps et al., 2014). The 

amygdala circuitry strongly indicates the involvement of the PFC in anxiety (Bishop, 2009; 

Davidson, 2002; Davis, 1992; Rauch et al., 2003; Tye et al., 2011), connecting with higher-

order learning and control processing. In recent research, dorsal PFC cortical thickness has 

been associated with anxiety and reinforcement learning (Abend et al., 2020), supporting 

earlier work on avoidance behaviours indicating a lower association between PE and decision 

making structures (ventromedial PFC, VS) while performing a reinforcement learning task 

(White et al., 2017). Also, anxiety is known to be associated with impoverished recruitment of 

the PFC (Bishop, 2009; Forster et al., 2015). Several studies have also argued that the 

amygdala/basolateral amygdala and the ACC are involved in the processing of uncertainty 

(Stolyarova et al., 2019; Whalen, 2007; Williams et al., 2015). Research using human fMRI, 

non-human primate single-cell recording, and rat lesion studies have all implicated the 

amygdala as contributing to volatility uncertainty estimation, and some more specifically argue 

for amygdala regulation to the learning rate (Averbeck & Costa, 2017; Costa et al., 2016; 

Holland & Gallagher, 1999; Homan et al., 2019; Li et al., 2011; Roesch et al., 2012).  

 



Others, however, have argued for the wider inclusion of interconnected processing systems, 

from activity in the hippocampus to modulation by cholinergic sources, and on a wholly 

different scale: in amygdala molecular composition differences (Lissek, 2012; Raymond et al., 

2017). Evidence from human depth electrode recordings has since indicated that ERP activity 

in the amygdala in response to fearful emotional faces comes in a time window of 

approximately 200 ms post-stimulus (Krolak-Salmon et al., 2004). And moreover, that other 

brain areas (occipitotemporal, anterior temporal, and OFC) also demonstrated the effect, 

however in a later window (300–1300 ms, see Krolak-Salmon et al., 2004). This result 

supports the involvement in distributed brain areas for the processing of fear in anxiety that 

overlaps with executive control areas. As mentioned in previous sections of this chapter, the 

neural systems linked with value estimation, the PFC and OFC, and also PE-based learning, 

the striatum, also overlap with reported atypical activity in probability biases and exaggerated 

estimates of threat cost in anxiety (Paulus & Stein, 2006; Paulus & Yu, 2012; Preuschoff et 

al., 2008; Schultz et al., 1997; Volz et al., 2003). This is typically from interference with aversive 

PE transmission leading to dysfunctional belief updates when negative outcomes fail to 

happen (Grupe & Nitschke, 2013; Paulus & Stein, 2006; Paulus & Yu, 2012).  

 

Taken together, this collection of research provides a strong rationale to hypothesise that 

learning from experience in dynamic and uncertain environments is altered by temporary 

states of anxiety and the degree of self-reported trait anxiety (Etkin, 2010; Ridderinkhof et al., 

2004; Walsh & Anderson, 2012). In the chapters to come, we test this hypothesis by 

conducting experiments on hierarchical Bayesian learning in anxiety while learning from 

reward signals (and not negative or punishment signals) in a volatile task environment.  

  

1.5.4 Oscillations and anxiety 

 

Neural oscillation patterns have also been proposed as one mechanistic motif of atypical 

processing in clinical disorders (Lopes da Silva, 2013; Uhlhaas & Singer, 2012). Exemplative 

cases include autism (David et al., 2016; Abigail Dickinson et al., 2015, 2018; Ronconi et al., 

2020) and schizophrenia (Gonzalez-Burgos & Lewis, 2008; Roach & Mathalon, 2008; Uhlhaas 

& Singer, 2010). Anxiety involves a number of distinct brain regions, depending on situational 

factors, but primarily in the prefrontal/amygdala regions (Bishop, 2007; Grupe & Nitschke, 

2013; Justin Kim & Whalen, 2009; Shiba et al., 2016; Simpson et al., 2001). The dorsal and 

lateral medial prefrontal cortex (dmPFC, dlPFC) and the dorsal anterior cingulate cortex 

(dACC) have also been shown to preserve anxiety through worry and recurrent analysis of 

threat (Davidson, 2002; Grupe & Nitschke, 2013; Robinson et al., 2019)—linking to rumination 

characterised by theta (4–8 Hz) and beta band (13–30 Hz) oscillations (Andersen et al., 2009; 



Pavlenko et al., 2009). Notably, increased beta oscillations have also been associated with 

anxiogenic states through the type of fixity of thought observed in obsessive-compulsive 

disorders, ritualised behaviours, and rumination (Abramowitz et al., 2009; Hamilton et al., 

2015; Lang et al., 2015; Williams, 2016)—with beta rhythms thought to maintain an inflexible 

status quo (Engel & Fries, 2010).  

 

In addition, emotional appraisals during anxiety, such as the processing of fearful faces, are 

associated with gamma band (30–80 Hz) amygdala and visual cortex activity (Aftanas et al., 

2003; Güntekin & Başar, 2014; Schneider et al., 2018), while increases in alpha waves and 

strengthened anticorrelations with delta (0.5–4 Hz) activity connect to high levels of anxiety 

and behavioural inhibition (Knyazev et al., 2002, 2004; Knyazev & Slobodskaya, 2003). 

Interestingly, several researchers have associated the amygdala with associative learning, 

potentially regulating the learning rate and more broadly uncertainty over environmental 

change (Averbeck & Costa, 2017; Holland & Gallagher, 1999; Homan et al., 2019; Li et al., 

2011; Phelps et al., 2014; Roesch et al., 2012). As anxiety is an emotional response, this may 

potentially link reported anxiety-induced changes to volatility estimates (Browning et al., 2015) 

with amygdala modulations.  

 

At any rate, taken together, these studies suggest a role for alpha/beta oscillations in 

maintaining an anxiogenic state. A recent study by Roxburgh et al. (2020) supported the 

involvement of beta oscillations by connecting an attenuation of beta activity in threat-induced 

anxious participants who over respond during a Go/No-Go task. In that MEG based study, 

deficient control of response inhibition in periods of anxiety was correlated to reduced beta 

activity in prefrontal areas (bilateral IFG and right dPFC). Although, in a study inducing state 

anxiety while analysing intracranial recordings in epilepsy patients, Lee et al. (2019) reported 

increases in beta oscillatory activity in limbic regions during periods of experimentally induced 

anxiety, also correlating with self-reported anxiety levels. Also, Lee et al. (2019) report safety-

related cues dampen the beta oscillation response.  

 

We are not aware of any studies examining the effect of anxiety on the neural oscillations 

associated with predictive learning from dynamic and uncertain reward learning environments. 

When applied to learning under uncertainty, beta frequencies might relate to the inflexible 

belief updating (Browning et al., 2015) and biasing of uncertainty estimates found in anxiety 

(Huang et al., 2017; Piray, Ly, et al., 2019; Pulcu & Browning, 2019; Sporn et al., 2020). In our 

recent paper (Sporn et al., 2020), we showed how state anxiety was associated with atypical 

increases in beta power and burst rate, which inhibit pwPEs during reward-based motor 

learning. Interestingly, the work by Roxburgh et al. (2020), Lee et al. (2019), and Sporn et al. 



(2020) show a potential divide between threat induced hypervigilant states and precision over 

sensory processing, and executive functioning tasks and precision over prior/posterior beliefs. 

At present, data is sorely lacking on the role of beta oscillations in anxiety and how these relate 

to learning and sensory processing, especially in a Bayesian PC framework. In Chapters 3 

and 5, we address the question of whether state anxiety and high levels of trait anxiety, 

respectively, are associated with changes in the spectral correlates of PE learning, as 

theorised by the PC process (Bastos et al., 2012). More specifically, we examine the effect of 

altered pwPEs about stimulus outcomes and predictions about reward outcome tendencies in 

anxiety, and how these differently modulate the neural oscillations of continuous EEG and 

MEG signals.  

 

1.5.5 Summary and relevance 

 

The decisions we make and how we learn from and interact with our environment is coloured 

by our emotions—a potential system that continuously shapes ongoing behaviour. Healthy 

emotions serve an adaptive function. Normal anxiety prepares an organism to survive when 

facing uncertain future threatening situations. Dysfunctional anxiety is normative anxious 

responses overapplied to unthreatening circumstances, transmuting adaptive to maladaptive. 

As an example, a pernicious feedback loop between avoiding predicted anxiety-inducing 

situations, negative emotions, and inference can be instantiated, particularly when activating 

cognitive biases (attention to threat, confirmation bias on false inference: see Moutoussis et 

al., 2018). Anxiety disorders disrupt everyday lives and impair overall health and wellbeing. 

However, even subclinical levels of anxiety can impede cognition and bring about intolerance 

to uncertainty. In the domain of learning and decision-making, recent work has shown how 

highly trait anxious individuals exhibit difficulties adapting their rate of learning (in response to 

unpredicted outcomes) to uncertain (volatile) environments in both aversive and reward-

learning contexts. While others have demonstrated how anxiety brings about a state of 

sensory hypervigilance and hyperarousal, biasing attention toward threat stimuli and inhibition 

responses, and impairing the extinction of learned fear associations. Each provides evidence 

for a degree of fixity in beliefs or biased learning when experiencing anxiety, especially when 

interacting with uncertainty. More recent theoretical accounts also propound a link between 

affective disorders (like anxiety) and difficulties estimating uncertainty, linking pathologies of 

precision estimation in neuropsychiatric disorders to subclinical affective states like anxiety.  

 

In Chapter 2, we expand the Bayesian PC process theory of anxious learning into the realm 

of state anxiety, asking whether the threat of a psychosocial stressor can influence ongoing 

decision-making behaviour by altering model-based estimates of uncertainty. We tested this 



by inducing a transient anxious state in a subclinical population and measuring the effect on 

reward-based learning in a volatile environment. We demonstrate a relationship between 

temporary anxious states and the misestimation of uncertainty in model-based decision 

making, additionally reporting impaired overall reward-learning performance. Following up on 

the results in Chapter 3, we associated the model estimates of pwPEs and predictions to 

changes in EEG time-frequency estimates using convolution modelling. We therefore ask in 

Chapter 3 whether a temporarily-induced state of anxiety in healthy human participants alters 

the neural oscillatory patterns associated with predicting and learning from rewards. We found 

that pwPEs and predictions were associated with increases in beta oscillations in our state 

anxious group suggesting beta oscillations as one candidate process for explaining 

misestimation of uncertainty and maladaptive reward learning in anxiety. In Chapter 4, we 

turn to examine the potential adaptive function of anxiety by coupling a reward-learning task 

to reducing anxiety. We thereby aimed to test the potential adaptive motivation of an anxious 

state to reduce uncertainty in a volatile reward-learning environment. Finally, in Chapter 5, we 

aimed to expand the results from Chapters 2–3 by examining the effect of high levels of trait 

anxiety on model-based reward learning in a volatile environment. We asked whether 

subclinical anxiety alters model uncertainty estimates and vitiates learning as with state 

anxiety. Moreover, we sought to address the limitations of poor gamma frequency resolution 

in the EEG signal in Chapter 3 by using MEG to resolve gamma frequency responses. We 

found that high trait anxiety, like state anxiety, impedes overall reward-learning performance. 

However, in contrast to state anxiety in Chapter 2, trait anxiety increases estimates of 

volatility, uncertainty about stimulus outcomes, and environmental uncertainty—producing 

more explorative responses. Further, in contrast to state anxiety in Chapter 3, pwPEs in trait 

anxiety decreased the alpha-beta response relative to low trait anxious participants.  



Chapter 2: State Anxiety Biases Estimates of 

Uncertainty and Impairs Reward Learning in Volatile 

Environments  

 
Hein, T. P., de Fockert, J., & Ruiz, M. H. (2021). State anxiety biases estimates of uncertainty 

and impairs reward learning in volatile environments. NeuroImage, 224, 117424.6 
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Abstract 

 

Clinical anxiety impairs decision making, and high trait anxiety interferes with learning. Less 

understood are the effects of temporary anxious states on learning and decision making in 

healthy populations, and whether these can serve as a model for clinical anxiety. Here we test 

whether anxious states in healthy individuals elicit a pattern of aberrant behavioural, neural, 

and physiological responses comparable with those found in anxiety disorders, particularly 

when processing uncertainty in unstable environments. In our study, both a state anxious and 

a control group learned probabilistic stimulus-outcome mappings in a volatile task environment 

while we recorded their electrophysiological (EEG) signals. By using a hierarchical Bayesian 

model of inference and learning, we assessed the effect of state anxiety on Bayesian belief 

updating with a focus on uncertainty estimates. State anxiety was associated with an 

underestimation of environmental and informational uncertainty about the reward tendency, 

and an increase in uncertainty about volatility. Anxious individuals’ beliefs about reward 

contingencies were more precise (had smaller uncertainty) and thus more immune to 

updating, ultimately leading to impaired reward-based learning. State anxiety was also 

associated with greater uncertainty about volatility. We interpret this pattern as evidence that 

state anxious individuals are less tolerant to informational uncertainty about the contingencies 

governing their environment and more willing to be uncertain about the level of stability of the 

world itself. Further, we tracked the neural representation of belief update signals in the trial-

by-trial EEG amplitudes. In control participants, lower-level precision-weighted PEs (pwPEs) 

about reward tendencies were represented in the ERP signals across central and parietal 

electrodes peaking at 496 ms, overlapping with the late P300 in classical ERP analysis. The 

state anxiety group did not exhibit a significant representation of low-level pwPEs, and there 

were no significant differences between the groups. Smaller variance in low-level pwPE about 

reward tendencies in state anxiety partially accounted for the null results. Expanding previous 

computational work on trait anxiety, our findings establish that temporary anxious states in 

healthy individuals impair reward-based learning in volatile environments, primarily through 

changes in uncertainty estimates, which play a central role in current Bayesian accounts of 

perceptual inference and learning. 

 

Keywords: Anxiety, uncertainty, hierarchical Bayesian inference, computational modelling, 

precision-weighted prediction error, single-trial EEG. 

  



1. Introduction 

 

Anxiety is characterised by excessive worry about negative possibilities (Grupe & Nitschke, 

2013). It can lead to distinct difficulties when making decisions and learning about the world, 

as anxious individuals experience negative reactions to uncertainty—known as intolerance of 

uncertainty (IU, Bishop, 2007; Carleton, 2016). Recent work has established that individuals 

high in trait anxiety have difficulties adapting their learning rate to changes in probabilistic task 

environments (Browning et al., 2015; Huang et al., 2017). Less understood is how temporary 

states of anxiety in healthy subjects interfere with optimal learning and belief updating in the 

brain. Identifying the computations that subserve learning under state anxiety is important due 

to the prevalence of highly anxious states in most real-world environments that are filled with 

uncertainty (Bach et al., 2011; Bishop & Gagne, 2018). In addition, these insights could 

expand our understanding of the mechanisms by which anxiety biases beliefs about the world, 

linking to anxiety-related disorders.   

 

Previous computational work has identified three types of uncertainty during decision-making 

and learning: expected (irreducible) uncertainty, estimation (informational) uncertainty, and 

unexpected (environmental) uncertainty (Bland & Schaefer, 2012; de Berker et al., 2016; 

O’Reilly, 2013; Yu & Dayan, 2005). Expected uncertainty emerges from the probabilistic 

relationships between responses and their outcomes, which is an inherent (irreducible) 

property of most real-world interactions. Estimation uncertainty arises from the imperfect 

information about those response-outcome relationships and decreases with learning. Lastly, 

changes in the environment (volatility) induce unexpected environmental uncertainty. 

Subjective estimates of volatility should affect learning as the individual should be more willing 

to update their estimates in a world that is changing (Mathys et al., 2011). To reduce 

uncertainty, the brain is thought to appraise the inherent statistical structure of the world using 

probability distributions, continuously updating and inverting a hierarchical model of the 

causes of the sensory inputs it receives (de Lange et al., 2018; Doya et al., 2007; Friston, 

2010; Rao & Ballard, 1999). In this context, each type of uncertainty is expressed by the width 

(variance, or its inverse, precision) of the probability distribution of the corresponding belief 

(Feldman & Friston, 2010; Mathys et al., 2011). 

 

Examinations of belief, uncertainty, and precision estimates using Bayesian formulations in 

perceptual and learning tasks are increasingly used to provide mechanistic explanations for 

an array of neuropsychiatric conditions. Specifically, difficulties estimating precision have been 

suggested to explain various clinical expressions, from movement difficulties in Parkinson’s 



disease to features of schizophrenia and autism (Friston et al., 2016; Lawson et al., 2014, 

2017; Parr, Rees, et al., 2018). In the case of anxiety, altered beliefs are also theorised to play 

a vital role (Paulus & Stein, 2010; Paulus & Yu, 2012). As anxiety relates to worry over 

uncertainty, volatile task environments have been used to understand how trait anxiety affects 

learning, providing a mechanistic account of anxiety-related disorders (Browning et al., 2015; 

Huang et al., 2017). Healthy individuals are known to adapt their learning rate to volatility, with 

changing environments promoting a higher learning rate as new information needs to be 

integrated to better predict the future (Behrens et al., 2007). By contrast, high-trait anxious 

individuals show reduced adaptability of their learning rate to changes in volatility, both in 

aversive (Browning et al., 2015) and reward settings (Huang et al., 2017). Moreover, they 

show poorer performance in decision-making tasks (de Visser et al., 2010; Miu, Heilman, et 

al., 2008). Expanding on those findings, here we evaluated whether temporary anxious states 

in healthy individuals influence reward learning in a volatile environment through changes in 

informational and environmental uncertainty. Evidence for a link between anxiety and 

inaccurate estimation of uncertainty would lend support to recent theoretical accounts 

suggesting that difficulties learning from incomplete information and misestimations of 

uncertainty are crucial to understanding affective disorders (Pulcu & Browning, 2019).  

 

Probabilistic inference has been proposed to be achieved through the sequential use of Bayes’ 

rule, by dynamically combining our predictions (prior beliefs) with new evidence (sensory data) 

and weighting each resultant prediction error (PE) according to its precision (Feldman & 

Friston, 2010; Friston & Kiebel, 2009a; Kok & de Lange, 2015). This predictive coding scheme 

relies on a specific message passing between regions of a cortical hierarchy (Bastos et al., 

2012; Iglesias et al., 2013; Rao & Ballard, 1999). Predictions are transmitted down the cortical 

hierarchy (backwards) to meet incoming ascending (forward) sensory PEs thought to arise in 

supragranular layers in superficial pyramidal cells (Friston & Kiebel, 2009a). Beliefs are then 

updated by reducing PE signals across each level of the cortical hierarchy, with both priors 

and PEs weighted according to their estimated precision (Kok & de Lange, 2015). Importantly, 

developments in Bayesian computational modelling allow us to estimate inter-individual 

differences in the trial-wise computations and expression of these precision-weighted PEs 

(Mathys et al., 2011, 2014). 

 

Monkey single-cell recording and human functional magnetic resonance imaging (fMRI) 

studies have shown that PEs elicited by reward are encoded by phasic responses in midbrain 

dopamine neurons, and these signals are conveyed to the medial frontal cortex (MFC, Chew 

et al., 2019; Matsumoto et al., 2007; Morris et al., 2006; Zarr & Brown, 2016). Using 

electroencephalography (EEG), these reward learning signals can be detectable in the error 



related negativity (ERN), an event-related potential (ERP) triggered by overt errors around 

100 ms; and the feedback ERN (fERN) that follows negative feedback around 250 ms 

(Holroyd et al., 2003; Montague et al., 2004; Nieuwenhuis et al., 2004; Yeung et al., 2005). 

Both components have been shown to originate in the posterior medial frontal cortex (pMFC, 

including the anterior cingulate cortex, ACC, Holroyd et al., 2003; Montague et al., 2004; 

Yeung et al., 2005). Relevant to our study, the fERN has been proposed to index the 

magnitude of prediction violation (surprise), thus reflecting a reward PE signal that can be 

estimated, for instance, by using reinforcement learning models (Gehring & Willoughby, 2004; 

Holroyd & Coles, 2008; Holroyd & Krigolson, 2007). Another component of the ERP that may 

be sensitive to reward PEs, valence and surprise is the P300 (peaking between 250 - 500 ms 

with a parietal topography, Hajcak et al., 2005, 2007; Polich, 2007; Wu & Zhou, 2009).  

 

Evidence linking PEs, Bayesian surprise, and belief updating to trial-wise fluctuations in ERP 

responses comes from studies combining computational modelling and analysis of trial-wise 

EEG responses (Diaconescu, Litvak, et al., 2017; Jepma et al., 2016; Kolossa et al., 2015; 

Mars et al., 2008; Stefanics et al., 2018; Weber et al., 2020). For instance, recent EEG studies 

on the MMN were able to spatiotemporally dissociate lower-level precision-weighted PE 

(pwPE) signals, which drive updates in belief estimates (Stefanics et al., 2018), and higher-

level pwPEs, driving volatility updates (Weber et al., 2020). In addition, model-based single-

trial analyses of the P300 identified the earlier P3a waveform of anterior distribution as an 

index of belief updating, whereas Bayesian surprise was represented in the later posterior P3b 

component (Kolossa et al., 2015). Here we were interested in assessing the neural 

representation of pwPEs across different levels, including lower-level pwPEs used to update 

reward tendency estimates, and higher-level pwPEs used to update volatility estimates, as 

belief updates on these two levels both depend on informational and environmental 

uncertainty. We therefore aimed to examine the effect of these two hierarchically-related 

pwPEs on brain activity by analysing trial-wise ERP responses across frontal, central, and 

parietal brain regions, and within a broad temporal range from 200 to 850 ms, encompassing 

the fERN and extended P300 components. 

 

To address our questions, we examined cortical dynamics in a state anxious group and a 

control group using EEG recordings during a reward-based learning task. To link anxiety-

induced neural changes to potential alterations in uncertainty estimation, we used a Bayesian 

model of perception and learning, the Hierarchical Gaussian Filter (HGF, Mathys et al., 2011, 

2014). The HGF estimates individual trajectories of trial-wise belief updates governed by 

hierarchically related PEs based on the behavioural responses of participants. To reveal the 

effect of hierarchical PEs and precision weights on evoked brain responses, we used the 



relevant computational quantities (pwPEs) as regressors in a general linear model (GLM) of 

trial-wise EEG amplitudes—as done in previous studies (Diaconescu et al., 2014; Diaconescu, 

Litvak, et al., 2017; Weber et al., 2020).  

2. Material and Methods 

 

2.1 Participants  

 

Forty-two healthy individuals (age 18–35, 28 females, mean age 27, standard error of the 

mean [SEM] 0.9) participated in this reward-based learning study following written informed 

consent. This experiment was approved by the ethics review committee at Goldsmiths 

University of London. Our sample size was informed by previous computational work on 

anxiety (Browning et al., 2015). All participants were healthy volunteers, with no past 

neurological or psychiatric disorders.  

 

All participants were screened using Spielberger’s Trait Anxiety Inventory (STAI, Spielberger, 

1983) which has reliably demonstrated internal consistency and convergent and discriminant 

validity (Barnes et al., 2002; Spielberger, 1983a; Spielberger et al., 1970). Scores on this trait 

inventory range from low (20) to high anxiety (80). Participants were measured for their trait 

anxiety level (mean in the total sample was 46, SEM 1.5) and then split into two groups using 

the median value (43). The sample population range was between 34 and 68 (Low trait = 34–

42, High trait = 43–68). This created a high and low trait anxiety sample to then pseudo-

randomly draw from to create the experimental (state anxiety, StA) and control groups (Cont). 

The mean trait anxiety score in the StA group was 47 (SEM = 2.1), while it was 46 (SEM = 

2.2) in the Cont group. Importantly, individual trait anxiety levels did not exceed the clinical 

level (> 70, a cutoff score provided by the authors who developed the Spielberger STAI scale 

corresponding with the mean and 2SD of the average score for adults, see: Spielberger, 

1983a). 

  

Taken together, the ages (mean 27.7, SEM = 1.2) and sex (13 female, 8 male) of the Cont 

group were commensurate with those from StA (mean 27.5, SEM = 1.3, sex 14 female, 7 

male). This demonstrates that no age or sex-related confounds are present for subsequent 

analysis. This is important in the light of documented age and sex-related effects on heart-rate 

variability (HRV: see Voss et al., 2015), which we used to assess physiological changes due 

to state anxiety. 

 



2.2 Experimental Design 

 

We used a between-subjects experimental design with state anxiety being the between-

subject factor (StA and Cont groups). Both groups completed our experimental task, which 

consisted of four blocks: resting state 1 (R1: baseline), reward-learning task block 1 (TB1), 

reward-learning task block 2 (TB2), and resting state 2 (R2; see Supplementary Figure 1). 

Both resting state blocks were 5 minute-long recordings of EEG and electrocardiography 

(ECG) with eyes open. After R1, participants conducted a binary choice decision-making task 

with contingencies that changed over the course of learning as in previous work (Behrens et 

al., 2007; de Berker et al., 2016; Iglesias et al., 2013). In our task, participants completed two 

blocks of 200 trials each (TB1, TB2), and their goal was to find out which one of two visual 

icons (always either blue or orange: see Figure 1) would lead to a monetary reward (positive 

reinforcement, 5 pence). Thus, they had to learn the probability of reward assigned to each 

stimulus (reciprocal: p, 1−p). Both experimental blocks were divided into 5 segments with 

different stimulus-outcome contingency mappings that were randomly ordered for each 

participant and varied in length between 26 and 38 trials. These contingencies ranked from 

being strongly biased (90/10), moderately biased (70/30), to unbiased (50/50), and repeated 

in reverse relationships (10/90; 30/70) so that over the two blocks there were 10 contingency 

blocks in total (de Berker et al., 2016).  

 

 

 



 

Figure 1. Behavioural task structure and physiological measures.  A) On individual trials, participants 

were presented with two visual icons. They were instructed to predict the rewarding stimulus (win = 5p). 

The stimuli (blue or orange image) were randomly presented to either the left or right of the screen. 

They remained on the screen until a response was given or the allowed time (2200 ms ± 200 ms) 

expired—recorded as no-response.  When a response of either the left arrow key or right arrow key 

was pressed, participants immediately saw their chosen image highlighted in bright green, which 

remained on screen for about 1200 ms (±200 ms) before the outcome was revealed. The outcome, 

either win or lose, was shown in the middle of the screen for 1200 ms (±200 ms) in green and red 

respectively. Each trial ended with a fixation cross and an inter-trial interval of 1250 ms (±250 ms). B) 

The probability governing the likelihood of the blue stimulus being rewarded (p(win|blue), with reciprocal 

probability values for the orange stimulus: p(win|orange) = 1 −p(win|blue)). Probability mappings varied 

in length (26–38 trials) ranging from heavily biased, p(win|blue) = 0.9, through moderately biased, 0.7, 

to unbiased, 0.5; and repeated in reverse relationships (0.1, 0.3). Here we display one example of 

contingency changes for p(win|blue) over the course of the experimental blocks (TB1, TB2, 200 trials 

each). These blocks were divided into the 5 randomly ordered stimulus-outcome mappings and were 

randomly generated for each participant. While conducting the experimental task, participants’ 

physiological responses C) EEG and D) ECG were recorded continuously, with R-peaks from ECG 

signals being used to calculate heart-rate variability (HRV) and spectral estimates of high frequency 

(0.15–0.4 Hz) power in HRV.  

 

 

On individual trials, participants were asked to predict which of the two visual icons was going 

to reward them with money. Successful predictions were rewarded 5p, while unsuccessful 

predictions and no-responses were regarded as losses with 0p reward (Figure 1). The stimuli 

were either presented to the left or right of the centre of the screen randomly. They remained 

on the screen until a response was given or the prediction time (2200 ms ±200 ms) expired. 

When a response of either the left arrow key or right arrow key was pressed, participants 

immediately saw their chosen image highlighted in bright green, which remained on screen 

for 1200 ms (±200 ms) before the outcome was revealed. The outcome, either win or lose, 

was shown in the middle of the screen for 1200 ms (±200 ms) in green and red respectively. 

Each trial ended with a fixation cross and an inter-trial interval of 1250 ms (± 250 ms).  

 

The participants were given full computerised instructions for each element of the experiment, 

including questionnaires. Each questionnaire came with written instructions and was 

responded to using the numerical keyboard buttons. Just before 10 practice trials of the same 

probabilistic reward-learning task used in the main experiment, participants were explicitly 

informed that the reward structure would change throughout the task and that they needed to 

adjust their predictions in response to inferred changes (de Berker et al., 2016). Importantly, 

directly after practice trials but before TB1, both the state anxiety and the control groups were 

informed that this experiment was, in fact, an examination of performance in two subsequent 

tasks: reward-learning and an additional presentation task (see next section). Their 



instructions with regard to the additional task were, however, different as we aimed to induce 

state anxiety during the blocks of reward-based learning in the state anxiety and not in the 

control group. 

 

2.3 State Anxiety Manipulation 

 

Participants in the StA group were informed that they had been randomly selected to complete 

a public speaking task after finishing the reward-learning task (Feldman et al., 2004; Lang et 

al., 2015). They were told they would be required to present a piece of abstract art and would 

be allowed to prepare for 3 minutes for a 5 minute public presentation of this artwork to a panel 

of academic experts. Those in the control (Cont) group were instead informed that they would 

be given a piece of abstract art, but they were to give a mental description of it for the same 

time privately to themselves (instead of a panel of experts). After completing the reward-based 

learning blocks, StA participants were informed of the sudden unavailability of the assessment 

panel and were ultimately instructed to describe the artwork privately in line with the Cont 

group. 

 

2.4 EEG and ECG Recording and Pre-Processing 

 

EEG and ECG signals were recorded throughout all task blocks (R1, TB1, TB2, and R2) using 

the BioSemi ActiveTwo system (64 electrodes, extended international 10–20) with a sampling 

rate of 512 Hz. The EEG signals were referenced to the average between two electrodes 

affixed to the left and right earlobes. Four additional external electrodes in a bipolar 

configuration were used, which included two electrodes positioned to capture vertical and 

horizontal eye-movements (EOG), one to the zygomatic bone of the right eye, and one to the 

glabella (between both eyes); and two electrodes to record the ECG. ECG electrodes were 

placed in a two-lead configuration (Moody & Mark, 1982) calibrated to fit the Einthoven triangle 

(Wilson et al., 1931). All electrodes used highly conductive bacteriostatic Signa gel (by Parker 

Laboratories, Inc., 4 Sperry Road. Fairfield, NJ 07004 USA). All events, including presentation 

of stimuli, participant responses, and trial outcomes, were recorded in the EEG file using event 

markers.  

 

Analysis of the ECG data was conducted in MATLAB (The MathWorks, Inc., MA, USA) using 

the FieldTrip toolbox (Oostenveld et al., 2011) and their recommended procedure to detect 



the cardiac events. 7 Following this approach, the ECG signal was used to detect the QRS-

complex and its main peak, the R wave peak. Next, we extracted the latency of the R-peak, 

which was used to compute the coefficient of variation (CV = standard deviation/mean) of the 

difference intervals between consecutive R-peaks (inter-beat interval: IBI). The CV of inter-

beat intervals was used as a metric of heart rate variability for statistical testing and is termed 

HRV hereafter. This measure was recently shown to capture block-wise state anxiety changes 

using a similar manipulation, as validated by corresponding changes in state anxiety scores 

(Sporn et al., 2020). See further details below in Section Measures of Anxiety.   

 

EEG data were preprocessed in EEGLAB toolbox (Delorme & Makeig, 2004) by first high-pass 

filtering at 0.5Hz (hamming windowed sinc finite impulse response [FIR] filter, 3381 points) 

and then notch-filtering between 48–52Hz (847 points) to remove power line noise. 

Afterwards, artefacts (eye blinks, eye movements, cardiac artefacts) were classified using 

independent components analysis (ICA, runICA algorithm) and removed (on average 2.3, 

SEM 0.16, components). Noisy channels were corrected utilising spherical interpolation. All 

signals were then epoched around outcome onsets (win, lose) from −200 to 1000 ms. Noisy 

epochs exceeding +/−100μV were identified and removed using a thresholding technique 

relative to the pre-stimulus baseline. The number of rejected trials for each participant did not 

exceed 10% of the total number. Additional processing steps related to the use of a General 

Linear Model in combination with the regressors extracted from the computational model are 

presented in the below section on EEG analysis and the general linear model. 

 

Cleaned EEG and preprocessed behavioural data files are available in the Open Science 

Framework Data Repository: https://osf.io/b4qkp/. The results shown in Figures 3, 4, and 5 

are based on these data. 

 

2.5 Measures of State Anxiety 

 

One marker of state anxiety used during the experiment was the CV of the inter-beat intervals 

to assess HRV, as this measure, similarly to other metrics of HRV, has been reported to show 

reductions during anxious states (Chalmers et al., 2014; Friedman & Thayer, 1998; Gorman 

& Sloan, 2000; Kawachi et al., 1995). A lower HRV is associated with complexity reduction in 

physiological responses to stress and anxiety (Friedman, 2007; Gorman & Sloan, 2000), and 

 

7 

http://www.fieldtriptoolbox.org/example/use_independent_component_analysis_ica_to_remove_ecg_

artifacts. 



is used as a transdiagnostic marker to identify anxiety in psychiatry (Quintana et al., 2016). In 

our recent work, we validated the use of the CV-based HRV as a proxy for state anxiety by 

showing that a similar experimental manipulation reduced this HRV index and increased state 

anxiety scores (Sporn et al., 2020). 

 

Complementing the HRV analysis, we acquired subjective self-reported measures of state 

anxiety (STAI state scale X1, 20 items: Spielberger, 1983a) four times throughout the 

experiment using an online version that was embedded within the code for the experiment. 

However, due to an error in the code, the STAI was presented at the wrong time intervals, 

rendering it invalid to assess changes in state anxiety following the experimental manipulation. 

To address this limitation, an additional analysis on the spectral characteristics of the inter-

beat-interval data was performed to link our HRV proxy of state anxiety to autonomic 

modulation and parasympathetic (vagal) withdrawal (Friedman, 2007; Gorman & Sloan, 

2000). Reduced high-frequency HRV (0.15–0.40 Hz) and reduced variation between R-R 

intervals are consistently shown across trait anxiety, worry, and anxiety disorders (Aikins & 

Craske, 2010; Friedman, 2007; Fuller, 1992; Klein et al., 1995; Miu et al., 2009; Mujica-Parodi 

et al., 2009; Pittig et al., 2013; Thayer et al., 1996). After obtaining the IBI time series, as 

described in the previous section, we interpolated it at 1 Hz with a spline function (order 3), 

with spectral power estimated using Welch's periodogram method (Hanning window: following 

Rebollo et al., 2018). These power estimates were then normalised to the average power in 

the baseline (R1) and converted to decibels (dB) for statistical analysis. 

 

2.6 The Hierarchical Gaussian Filter (HGF) 

 

We used the Hierarchical Gaussian Filter (HGF) from Mathys et al. (2011, 2014) to estimate 

each participant’s individual learning characteristics and belief trajectories during our binary 

reward-learning task. The HGF is a freely distributed open source software available in TAPAS 

(http://www.translationalneuromodeling.org/tapas), and has been used to model and 

understand learning across diverse settings (e.g., de Berker et al., 2016; Diaconescu et al., 

2014; Diaconescu, Mathys, et al., 2017; Iglesias et al., 2013; Marshall et al., 2016; Stefanics 

et al., 2018; Weber et al., 2020).  

 

Alternative models to the HGF have been proposed based on a generative model of sudden 

changes in the environment (change-point models: Moens & Zénon, 2019; Nassar et al., 

2010). In our task, changes to the contingencies governing the outcomes were abrupt (see 

Figure 1B), which is in contrast to the generative model of the environment suggested by the 

HGF, where states evolve as Gaussian random walks and thus change slowly and diffusively 



over time. While the HGF has been successful in explaining and predicting human behaviour 

in such tasks (e.g., de Berker et al., 2016; Iglesias et al., 2013), alternative models (change-

point models: Nassar et al., 2010; Hierarchical Adaptive Forgetting Variational Filter: Moens 

& Zénon, 2019) were formulated to expect sudden changes and could outperform the HGF in 

environments with diffuse or sudden changes. In practice, however, both approaches (HGF 

and change-point models) can successfully deal with both kinds of environments (sudden 

versus diffuse changes), as a recent comparative analysis found (Marković & Kiebel, 2016). 

 

The HGF is a generative model representing an approximately Bayesian observer estimating 

hidden states in the environment. As such, the HGF is a model of perception where beliefs 

about states are updated hierarchically. This perceptual model can then be coupled to a 

response model that associates belief estimates to decisions. More specifically, in the 

generative model, a sequence of hidden states x1
(k), x2

(k),..., xn
(k) gives rise to sensory inputs 

that each participant encounters across k trials. Notably, while the perceptual model specifies 

how inference from observations to beliefs operates hierarchically across those environmental 

states, the response model probabilistically generates responses (in our case, the choices of 

the agents) based on those beliefs (see Figure 2). 



 

 

Figure 2. Three levels binary Hierarchical Gaussian Filter for binary outcomes. Bottom panel. 

Representation of the three levels of the HGF for binary outcomes and the associated belief trajectories 

across the total 400 trials in a representative participant. At the lowest level, the inputs u correspond to 

the rewarded outcome of each trial (1 = blue, 0 = orange; shown as black dots). The participant’s 

responses y are shown in light blue dots tracking those trial outcomes. The learning rate (α) about 

stimulus outcomes at the lowest level is also given in black. The belief on the second level, μ2 (σ2), 

represents the participant’s estimate of the stimulus tendency x2 and the step size or variance of the 

Gaussian random walk for x2 depends on parameters κ and ω2, in addition to the estimates of the level 

above, x3. The belief on the third level, μ3 (σ3), represents estimates of volatility x3, whose step size is 

governed by parameter ω3. Top panel. Schematic representation of the 3-level HGF model with 

relevant parameters modulating each level. In our study, ω2, ω3 and the response parameter zeta ζ 

were free parameters and were estimated by fitting the HGF to the individual responses and observed 



inputs. Generally, parameters ω2, ω3 describe an individual’s learning motif (see the section below for 

further details). 

 

 

We used a 3-level HGF model for binary outcomes, where observed contingencies were used 

as input (Mathys et al., 2011, 2014).  Hence, the trial-wise input uk = 1 if the blue stimulus was 

rewarding (or orange lose) and uk = 0 if the blue stimulus was not rewarding (or orange 

stimulus win). Note that all equations of relevant HGF quantities presented below are taken 

from Mathys et al. (2011, 2014). We refer the interested reader to these papers for the 

derivation of the perceptual model.  At the lowest level of the model, the hidden state x1 

corresponds to the binary categorical variable of the experimental stimuli: whether the blue 

symbol is rewarded in trial k (x1
(k) = 1; hence, orange would be non-rewarding) or not rewarded 

(x1
(k) = 0; orange is rewarded). The second and third level states, x2 and x3, are continuous 

variables evolving as Gaussian random walks coupled through their variance (inverse 

precision). Thus, their value at trial k will be normally distributed around their previous value 

at trial k-1. The posterior distribution of beliefs about these true hidden states xi (i = 2, 3) is 

fully determined by the sufficient statistics μi (mean, corresponding with participants’ 

expectation) and σi (variance or uncertainty). 

 

State x2 describes the true value of the tendency of the stimulus-outcome contingency. It can 

be mapped to the probability of the binary state x1 through a Bernoulli distribution p(x1 | x2) = 

Bernoulli (x1; s(x2)), where s(x) is a sigmoid function s(x) = 1/(1 + exp(-x)). We can then 

measure the change in expectation at the lowest level and interpret it as an implied learning 

rate (α). This is defined as the sigmoid transformed difference between μ2 before seeing the 

input and after seeing it, relative to the difference between the observed inputs u and its 

prediction s(μ2) (Figure 2, lower panel; TAPAS toolbox: tapas_hgf_binary.m). A larger belief 

update in response to the same observed mismatch between the input u and the prediction 

amounts to a higher learning rate α. At the top level, x3 represents the phasic log-volatility 

within the task environment; that is, the rate of change on the second level.  

 

The coupling between levels 2 and 3 is through a positive (exponential) function of x3, which 

represents the variance or step size of the Gaussian random walk that determines how x2 

evolves in time:   

 

 𝑥2
(𝑘)

~𝑁 (𝑥2
(𝑘−1)

, exp(𝜅𝑥3 + 𝜔2)) (9) 

 



The parameters κ and ω2 represent the coupling strength and the tonic volatility, respectively. 

In the associated belief updates, momentarily high volatility estimates (μ3) increase the speed 

with which beliefs at level 2 change. Larger values of the tonic (time-invariant) part of the 

variance (ω2) generally increase the step size of x2. This leads to faster belief updates on level 

2 irrespective of current levels of (estimated) volatility.  

 

The step size of the volatility state x3 in our 3-Level HGF is governed by a positive constant, 

which is the exponential of a constant parameter ω3: 

 

 𝑥3
(𝑘)

∼ 𝑁 (𝑥3
(𝑘−1)

, exp (𝜔3)) (10) 

 

Our analyses of uncertainty estimates focused on informational uncertainty, captured by 

variance on level 2 (σ2, belief uncertainty about outcome tendencies) and level 3 (σ3, belief 

uncertainty about volatility representing imperfect knowledge about how the reward outcome 

contingencies are changing across time: Mathys et al., [2014, Eq. 9–10]). Uncertainty about 

x2 can be split into two distinct forms of uncertainty (informational uncertainty σ2, and 

environmental uncertainty [exp(κμ3
(k-1) + ω2)]), whereas uncertainty about x3 consists of σ3. 

(Note that σ3 corresponds to “informational” uncertainty about state x3). Environmental 

uncertainty (Mathys et al., 2014, Eq. 13–14), determines the step of the random walk for x2 

through a combination of two quantities: phasic volatility (μ3
(k−1)) and tonic volatility (ω2): 

 

 exp (𝜅𝜇3
(𝑘−1)

+ 𝜔2) (11) 

 

Formally, the update equations of the posterior estimates for level i (i = 2 and 3) take the 

following form: 

 

 ∆𝜇𝑖
𝑘 = 𝜇𝑖

(𝑘)
− 𝜇𝑖

(𝑘−1)
∝

𝜋𝑖−1
(𝑘)

𝜋𝑖
(𝑘)

 𝛿𝑖−1
(𝑘)

 (12) 

 

Where the posterior mean update term Δμi
k is the difference between the posterior expectation 

in the current trial, μi
(k) and the prediction from the previous trial μi

(k-1) before seeing the input 

on the current trial. The update step is proportional to the prediction error δi−1
(k) term, which 

denotes the discrepancy between the lower level expectation μi−1
k and the prediction �̂�𝑖−1

(𝑘)
.The 

prediction error is then weighted by a ratio of precisions (the precision of the prediction of the 



level below �̂�𝑖−1
(𝑘)

 , before seeing the input; and divided by the precision of the current belief 

𝜋𝑖
(𝑘)

). Precision is defined as the inverse variance of the posterior expectation: 

 

 𝜋𝑖
(𝑘)

= 1 𝜎𝑖
(𝑘)⁄  (13) 

 

The precision-weights ratio in Eq. 4 can be interpreted as a learning rate, whereas its product 

with the prediction error constitutes the precision-weighted prediction error that governs the 

update steps (pwPE: see also Eq. 19 and 20 below). Correspondingly, Eq. 4 above articulates 

the idea that more uncertain (less precise) belief estimates for the current level should 

motivate a larger influence of unpredicted outcomes on subsequent belief updating.  

 

As mentioned above, the updates on the first level of our model are equivalent to the input u(k): 

 

 𝜇1
(𝑘)

=  𝑢(𝑘) (14) 

 

While the posterior belief updates on level 2 of our 3-level HGF take the form: 

 

 𝜇2
(𝑘)

= 𝜇2
(𝑘−1)

+ 𝜎2
(𝑘)

 𝛿1
(𝑘)

 (15) 

 

With the variance update as follows: 

 

 𝜎2
(𝑘)

=
1

1/�̂�2
(𝑘)

+ �̂�1
(𝑘)

 (16) 

 

Where the following definitions apply: 

 

 𝛿1
(𝑘)

≝  𝜇1
(𝑘)

− �̂�1
(𝑘)

 (17) 

 

 �̂�1
(𝑘)

≝  �̂�1
(𝑘−1)

(1 − �̂�1
(𝑘−1)

) (18) 
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(𝑘)
≝ 𝜎2

(𝑘−1)
+ 𝑒𝜅𝜇3

(𝑘−1)
+𝜔2 

 

(19) 

 

Formulated as precision, the variance step from Eq. 8 above is: 

 



 𝜋2
(𝑘)

= �̂�2
(𝑘)

+
1

�̂�1
(𝑘)

 (20) 

 

A similar form is found for the belief update on level 3: 

 

 𝜇3
(𝑘)

= 𝜇3
(𝑘−1)

+ 𝜎3
(𝑘) 𝜅

2
 𝑤2

(𝑘)
 𝛿2

(𝑘)
 (21) 
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2
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(𝑘)
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(𝑘)
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(𝑘)
𝛿2

(𝑘)
) (22) 

 

With  

 

 �̂�3
(𝑘)

≝
1

𝜎3
(𝑘−1)

+ 𝑒𝑥𝑝(𝜔3)
 (23) 

 

 𝑤2
(𝑘)

≝
𝑒𝜅𝜇3

(𝑘−1)
+𝜔2

𝜎2
(𝑘−1)

+ 𝑒𝜅𝜇3
(𝑘−1)

+𝜔2

 (24) 

 

 𝑟2
(𝑘)

≝
𝑒𝜅𝜇3
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+𝜔2 − 𝜎2

(𝑘−1)

𝜎2
(𝑘−1)

+ 𝑒𝜅𝜇3
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+𝜔2

 (25) 
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≝
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(𝑘)
+ (𝜇2
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2
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+ 𝑒𝜅𝜇3
(𝑘−1)

+𝜔2

− 1 (26) 

 

 

Following the posterior updates from Eq. 7 and Eq. 13, the equations for pwPE on level 2 (ε2) 

and level 3 (ε3) can be written as: 

 

 𝜀2
(𝑘)

= 𝜇2
(𝑘)

− 𝜇2
(𝑘−1)
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(𝑘)

 𝛿1
(𝑘)

 (27) 
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2
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 𝛿2

(𝑘)
  (28) 

 

 



As response model we used the unit-square sigmoid observation model for binary responses 

(Iglesias et al., 2013; Mathys et al., 2014). This transforms the predicted probability m(k) that 

the stimulus (e.g. blue) is rewarding on trial k (outcome = 1)—which is a function of the current 

beliefs—into the probabilities p(y(k) = 1) and p(y(k) = 0) that the participant will choose that 

stimulus (blue, 1) or the alternative (orange, 0): 

                                   

 𝑝(𝑦|𝑚, 𝜁) = (
𝑚𝜁

𝑚𝜁 + (1 − 𝑚)𝜁
)

𝑦

  ∙   (
(1 − 𝑚)𝜁

𝑚𝜁 + (1 − 𝑚)𝜁
)

1−𝑦

 (29) 

 

Higher values of the response parameter ζ lead to the participants being more likely to choose 

the response that corresponds with their current belief about the rewarded stimulus.  

 

Fitting the combination of perceptual and response model to an individual participant’s 

responses allows for a subject-specific characterisation of learning (and response) style by 

the set of perceptual (and response) parameters. Here, we estimated the parameters ω2, ω3, 

and ζ (see below for free model parameters in an alternative HGF model). The priors on these 

values were set to be relatively uninformative by choosing a broad variance (16 for ω2, ω3 and 

1 for ζ as we expected less variation in this parameter). We fixed both the coupling parameter 

κ and the starting value of the belief on the third level μ3
(0) to 1 following de Berker et al. (2016), 

but note that the scale of x3 is arbitrary in our setting (for details, see Mathys et al., 2014). We 

chose a neutral starting value for the belief on the second level, i.e., μ2
(0) = 0, assuming 

participants would not have any initial preference for the outcome to be either rewarding 

(positive μ2) or not rewarding (negative μ2). The initial uncertainties of these beliefs (σ2
(0) = 0.1 

and σ3
(0) = 1) corresponded to the default settings of the toolbox, and we verified that these 

values had a negligible impact on the estimated belief trajectories. All prior settings are 

summarised in Table 1 (See also model space below for alternative models). Maximum-a-

posteriori (MAP) estimates of model parameters were determined using these priors on 

parameters and the series of inputs, optimised with a quasi-Newton optimisation algorithm 

and calculated in the HGF toolbox version 3.1. 

 

To assess the reliability of our estimates for the free model parameters in our implementation 

of the HGF (winning model, see model comparison details below), we simulated behavioural 

responses of 70 agents for nine different values of ω2 (total 630 simulations), when observing 

the input of Cont participant #1. Similar simulations were run to estimate parameters ω3 and ζ 

(Supplementary Figure 2). This analysis demonstrated high accuracy for estimating ω2 and 

ζ, while ω3 was poorly recovered. Poor estimation of  ω3 has also been reported in a recent 

study using a different approach (Reed et al., 2020). A complementary analysis using 



simulated responses to observed inputs from StA participant #1 provided very similar results 

(Supplementary Figure 3). 

 

Based on these results, we excluded ω3 from subsequent between-group statistical analyses. 

Given our stimulus sequence, which exerted a certain level of volatility (changes in the 

contingencies every 26–38 trials) but did not contain marked changes in volatility, it is thus 

unsurprising that we could not infer on participants’ beliefs about the meta-volatility ω3. 

However, even if environmental volatility is constant, participants still need to estimate the 

adequate level for performing the task, suggesting that learning about volatility is still relevant 

(consistent with our model comparison results, see below; see also de Berker et al., 2016, 

which used a very similar task structure with constant true volatility).  

 

In sum, in the current study, the computational quantities of interest for the statistical 

comparison between the groups were the model parameters ω2 (tonic volatility estimate) and 

the decision noise from the response model, ζ. In addition, we assessed the trial-wise 

trajectories of posterior mean on beliefs about volatility (μ3), environmental uncertainty, and 

the variances on levels 2 and 3 (σ2, σ3) as a measure of (informational) uncertainty about the 

hidden states on these levels.  Note that due to the poor estimation of ω3 (‘meta-volatility’), 

which directly modulates precision in level 3 and thus the update steps on the expectation of 

volatility, μ3, interpretation of between-group results for μ3 and σ3 should be treated with care. 

 

Precision-weighted prediction errors play an important role in current Bayesian theories of 

perceptual inference and learning (Doya et al., 2007; Feldman & Friston, 2010; Friston et al., 

2013; Friston & Kiebel, 2009a; Moran et al., 2013; Rao & Ballard, 1999), and these are the 

quantities that are considered to predominantly modulate EEG signals (Friston & Kiebel, 

2009a). We initially selected the pwPE trajectories from levels 2 and 3 (labelled ε2, ε3, Eqs. 

[19] and [20]) to examine how these are represented in the brain as a function of state anxiety. 

However, as we identified a very high correlation between the regressors derived from ε2 and 

ε3, our final GLM analysis excluded the pwPE trajectories from level 3 (see GLM analysis 

section below). 

 

2.7 Model Space  

 

We tested five computational models of learning. The first three were a 3-level HGF (with 

volatility on the third level: HGF3), a reduced 2-level HGF excluding volatility (HGF2) and a 

modified 3-level HGF where the decision noise parameter that maps beliefs to choices (ζ) 

depends on trial-by-trial estimates of volatility (μ3) (in line with Diaconescu et al., 2014; here 



termed HGFμ3). In the modified model HGFμ3 trial-wise increases in volatility correspond with 

an individual exhibiting more exploratory or noisier behaviour (smaller decision noise ζ). In this 

model, in addition to the free model parameters ω2 and ω3, we estimated μ3
(0) and  σ3

(0). These 

were all hierarchical Bayesian models implemented using the HGF TAPAS toolbox (Mathys 

et al., 2011, 2014). The priors on hierarchical Bayesian model parameters are shown in Table 

1. The fourth and fifth models were broadly used reinforcement learning models: a Rescorla 

Wagner (RW) where PEs drive belief updating but with a set learning rate (Rescorla & Wagner, 

1972); and a Sutton K1 model (SK1) that permits the learning rate to change with recent 

prediction errors (Sutton, 1992).  

 

Models were then compared at the group level for fit using random effects Bayesian model 

selection (BMS, Stephan et al., 2009) with code from the freely available MACS toolbox (Soch 

& Allefeld, 2018). BMS provided model frequencies and exceedance probabilities, reflecting 

how optimal each model or family of models performed (Soch et al., 2016). First, the log-model 

evidence (LME) from all Bayesian models were combined to get the log-family evidence (LFE) 

and was compared to the LFE of the family of reinforcement learning models (RW and SK1) 

to assess which provided more evidence. In the winning family, additional BMS determined 

the final optimal model.  

 

2.8 EEG analysis and the General Linear Model 

 

Prior to single-trial ERP analysis using the general linear model (GLM), a statistical analysis 

of the main effect of outcome on the ERP was conducted in the total population (N = 42). The 

aim of this ERP analysis was to assess whether the windows associated with the effect of the 

outcome (lose versus win) on the EEG signals in our task converge with the windows of the 

fERN and P300 effects reported in previous studies (see for instance Hajcak et al., 2005; 

Nieuwenhuis et al., 2004). Accordingly, we assessed the difference between lose and win 

ERPs in a broad window between 100 and 1000 ms, which includes the latency of those 

previously reported ERP components. This analysis was carried out using permutation tests 

with a cluster-based threshold correction to control the family-wise error (FWE) at level 0.05 

(dependent samples t-test, 1000 iterations: Maris & Oostenveld, 2007; FieldTrip toolbox, 

Oostenveld et al., 2011).  

 

To allow for the detection of significant clusters corresponding with positive and negative ERP 

differences, cluster-based test statistics being in the 2.5th and 97.5th percentiles of the 

permutation distribution were considered significant (two-sided test). For this statistical 



analysis, the ERP data epochs were baseline-corrected by subtracting the mean activation 

during the baseline period from −200 ms to 0 ms.  

 

For the GLM single-trial analysis, we selected a smaller 200–850 ms interval, primarily based 

on the observed latency of the fERN and P300 components in our study. This interval also 

covered the latency of HGF regressors in previous GLM studies (see, e.g. Diaconescu, Litvak, 

et al., 2017; Weber et al., 2020; although these studies used quite different tasks). Additionally, 

it should be noted that the modulation by pwPE regressors of the trial-wise ERP responses 

can peak at different latencies than the model-free ERP effects (Diaconescu, Litvak, et al., 

2017; Stefanics et al., 2018; Weber et al., 2020). 

 

In this analysis, EEG data were downsampled to 256 Hz, low-pass filtered at 30Hz and 

converted to SPM 12 (http://www.fil.ion.ucl.ac.uk/spm/ version 7487) (Penny et al., 2011). In 

SPM 12 software we converted the EEG data into 3-dimensional volumes (two spatial 

dimensions: anterior to posterior, left to right across the scalp; one temporal dimension: peri-

stimulus time, Litvak et al., 2011). All participants’ data consisted of 64 channels and 168 time 

points using a voxel size of 4.2 mm × 5.4 mm × 4 ms and were spatially smoothed to adjust 

for between-subject spatial variability in the channel space. The scalp x time 3D images were 

then tested statistically using statistical parametric mapping and the GLM (see next section, 

Kiebel & Friston, 2004a, 2004b; Kilner & Friston, 2010). This procedure is firmly established 

in EEG using SPM (Litvak et al., 2011). 

 

Initially, our GLM was composed of trial-wise estimates of two computational quantities: 

absolute values of pwPEs in level 2 (ε2), and pwPEs in level 3 (ε3). The absolute value of ε2 

was selected because its sign is arbitrary: the quantity x2 is related to the tendency of one 

choice (e.g. blue stimulus) to be rewarding (x1 = 1); yet this choice and equivalently the sign 

of the pwPE at this level was arbitrary (see for instance Stefanics et al., 2018). In addition, we 

aimed to use as a third regressor the trial-wise win/lose outcome values as we expected this 

variable to account for much of the signal variance in the EEG epochs.  

 

However, we observed a prominent correlation between the two regressor quantities abs(ε2) 

and ε3. The Pearson correlation coefficient ranged from 0.67 to 0.96 across all 42 participants, 

mean 0.86, median 0.88; and the correlation was significant in all participants (P < 0.05). The 

effect of collinearity on GLMs in neuroimaging has been assessed and discussed in detail 

before (see, e.g. Mumford et al., 2015). Collinear regressors can reduce power and lead to 

unreliable parameter estimates, but researchers should only be concerned with this issue in 

the case of near-collinearity (very high correlation between regressors,  Mumford et al., 2015). 



A common practice is to orthogonalise collinear regressors in the model to solve the problem 

of reduced power and unreliable parameter estimates in the GLM (Mumford et al., 2015). 

However, other authors argue that despite the potential appeal of orthogonalisation of 

regressors to remove collinearity from the model, the implications are actually not necessarily 

beneficial: it does not improve the overall fit of the model, and in most cases, it can lead to a 

misleading interpretation of the resulting inferences (Vanhove, 2020). Here we followed this 

second line of argumentation, and instead of orthognalising our pwPE regressors, we updated 

our GLM to only include trial-wise estimates of the absolute values of pwPEs on level 2, 

abs(ε2), and the outcome of each trial (1 = win, 0 = lose). Regressor abs(ε2) was chosen over 

ε3 out of theoretical considerations, but also as abs(ε2) was associated with much higher 

efficiency of beta coefficients in the GLM compared to ε3 (see Supplementary Materials, 

following Mumford et al., 2015).   

 

Having reduced the regressor space, we then assessed the efficiency for the β coefficients 

associated with each regressor in the final GLM. The efficiency for β1, modulating the effect of 

pwPEs about reward outcome on the EEG, was in the same order of magnitude as the 

efficiency for β2, associated with the outcome regressor (Supplementary Materials). In 

addition, we observed that, while the efficiency for β2 was very similar in both Cont and StA 

groups, the efficiency for β1 associated with abs(ε2) was considerably lower in the StA group, 

relative to control participants. The efficiency values indicated that our final GLM model was a 

priori well specified for our chosen explanatory variable abs(ε2), although it had greater 

efficiency for the regression coefficient on this variable in the control group. 

 

Using these choices for regressors and time interval, we then carried out a whole-volume 

(spatiotemporal) analysis that searched for representations of our computational quantities in 

the single-trial EEG responses for each individual participant, before assessing within-group 

statistical effects at the second level. We corrected for multiple comparisons across the whole 

time-sensor matrix using Gaussian random field theory (Worsley et al., 1996) with a family-

wise error (FWE) correction at the cluster-level (P < 0.05). This was performed with a cluster 

defining threshold (CDT) of P < 0.001 (Flandin & Friston, 2019). Importantly, all results 

reported survived whole-volume correction at the peak-level (P < 0.05). We assessed 

separately within each group, whether the trajectories of our computational quantities were 

associated with increases or decreases in EEG amplitudes using an F-test. Following within-

group analysis, we used a 2-sample t-test to assess between-group StA minus Cont 

differences in the representations of those same regressors. A standard summary statistics 

approach was used to perform random effects group analysis within each group (StA, Cont) 

of 21 participants independently and between groups (Penny & Holmes, 2007).  



 

2.9 Statistics  

 

To assess Group (StA, Cont) and Block (1,2) main effects and interactions in state anxiety 

measures, behavioural, and computational model variables, we applied non-parametric 

factorial synchronised permutations tests (Basso et al., 2007) with 5000 permutations. These 

permutation-based factorial analyses assessed main effects and interaction effects for factors 

Block (TB1, TB2) and Group (StA, Cont). As shown below (see Results 3.1), we found a 

significant main effect of factor Block on the HRV index, indicating that the anxiety 

manipulation led to different physiological changes as a function of the block number. 

Accordingly, we continued to assess all our dependent variables using the 2 x 2 non-

parametric factorial design with factors Block and Group. Factorial analyses were 

complemented with planned pair-wise permutation tests to assess our specific hypothesis of 

between-group differences (5000 permutations). This applies to the following dependent 

variables: (a) model-free behavioural measures (error rate, reaction time: RT); (b) CV as a 

measure of HRV (CV values in TB1, TB2 blocks were corrected by subtracting the R1 baseline 

value) and power for spectral analysis expressed in dB; (c) HGF perceptual model parameter 

ω2 (tonic volatility modulating the variance of the Gaussian random walk at level 2); (d) 

Decision noise of the response model, ζ; (e) Relevant HGF quantities: (i) informational 

uncertainty about the reward tendency x2 (σ2); (ii) estimates of belief on volatility (mean, μ3, 

and variance, σ3); and last, (iii) environmental uncertainty—related to volatility in the 

environment: exp(κμ3 + ω2). 

 

Note that the above selected HGF trajectories do not directly reflect the subject-specific 

sequence of contingency blocks, which was randomly generated for each participant. By 

contrast, the expectation on the reward tendency, μ2, was strongly associated with the 

structure of contingency blocks and therefore necessarily differed across participants by 

nature of the task design. Accordingly, μ2 was not selected as a dependent variable.  

 

Pair-wise permutation tests were also used to test within-group differences in RT across 

blocks. In the case of multiple comparisons (for instance, two between-group permutation tests 

run separately for each block), we controlled the false discovery rate (FDR) using an adaptive 

linear step-up procedure set to a level of q = 0.05 (Benjamini et al., 2006). This procedure 

furnished us with an adapted threshold p-value (PFDR). Prior to these statistical analyses and 

following BMS, the trial-wise trajectory for each computational quantity of interest (σ2, σ3, μ3, 

and environmental uncertainty, Eq. 3) was extracted from the winning model, followed by an 

average across trials within task blocks (TB1, TB2). By collapsing the trial information, we 



aimed to assess the general block-related or group-related monotonic changes in the HGF 

quantities using the 2 x 2 factorial analysis with the factors Group and Block described above.  

 

Below, in the Results section, we present the mean and standard error of the mean (SEM) for 

our dependent variables (either in text or in a figure), alongside non-parametric effect sizes for 

pair-wise comparisons and corresponding bootstrapped confidence intervals (Grissom & Kim, 

2012; Ruscio & Mullen, 2012). In the case of within-group comparisons, the non-parametric 

effect size was estimated using the probability of superiority for dependent samples (Δdep), 

whereas for between-group effects we used the probability of superiority (Δ); both are 

calculated in line with Grissom and Kim (2012), expressed as the number of values in sample 

A greater than those in sample B (Δ = P[A>B]). In the case of dependent samples, the 

comparison between pairs is done for matched pairs. Although in the original formulation by 

Grissom and Kim (2012), ties were not taken into account; here, in line with Ruscio and Mullen 

(2012), we corrected (Δ) using the number of ties (difference scores = 0) and estimated 

bootstrapped confidence intervals (CI) for (Δ). 

 

  



3. Results 

 

3.1 Heart-rate variability  

 

Using a non-parametric 2 x 2 factorial test with synchronised rearrangements, significant main 

effects of Block (P = 0.009) and Group (P = 0.04)  were revealed on the normalised HRV index 

during reward-based learning blocks. No interaction effect was found. Planned between-group 

comparisons using permutation testing revealed significantly lower HRV in StA during TB1 

(mean −0.02, SEM 0.004) when compared to Cont (mean −0.005, SEM 0.005, PFDR < 0.05, Δ 

= 0.70, CI = [0.54, 0.86], see Figure 3A). These results indicate that the experimental 

manipulation induced physiological changes in cardiovascular activity corresponding to an 

anxious state (Chalmers et al., 2014; Feldman et al., 2004). An additional analysis on the 

spectral characteristics of the IBI time series corresponded our HRV result to autonomic 

inflexibility in state anxiety, with significantly reduced high frequency HRV (0.15–0.4 Hz, 

termed HF-HRV hereafter) in StA (mean −6.3, SEM  0.6) compared to Cont (mean −4.7, SEM 

0.5, non-parametric 2 x 2 factorial test with synchronised rearrangements: significant main 

effect of Group P = 0.02 and trend level interaction effect P = 0.06, see Supplementary Figure 

4). There was no effect of Block (P = 0.8).  

 

Our analysis demonstrating reduced HRV in state anxiety corresponds to both prior research 

showing lower HRV in anxiety  (Chalmers et al., 2014; Friedman & Thayer, 1998; Gorman & 

Sloan, 2000) and our previously published work using a similar state anxiety manipulation 

where we found lower HRV along with higher state anxiety scores using the STAI state scale 

omitted from the present study (Sporn et al., 2020). Our additional analysis of the frequency 

content in the IBI time series further links our lower HRV result (as a proxy of state anxiety) to 

research showing reduced HF-HRV (0.15–0.40 Hz) in anxiety conditions, a physiological 

expression of inflexible autonomic activity (Aikins & Craske, 2010; Friedman, 2007; Fuller, 

1992; Klein et al., 1995; Miu et al., 2009; Mujica-Parodi et al., 2009; Pittig et al., 2013; Thayer 

et al., 1996). 

 

3.2 Model-free Analysis  

 

The percentage of errors made by each participant across 400 trials was used as a measure 

to assess whether anxiety impairs reward-learning task performance. Using non-parametric 

factorial test (synchronised rearrangements), the main effect of factor Group (P = 0.01)  on 

error rates was significant, whereas factor Block revealed only a trend (P = 0.056). There was 



no significant interaction effect (P = 0.66). A planned between-group comparison on the Group 

factor alone using pair-wise permutation tests revealed a significantly higher total average 

error rate in the StA group (mean 38.0, SEM 0.97), in comparison to the Cont group (mean 

35.6, SEM 0.66, P = 0.001, Δ = 0.70, CI = [0.58, 0.82], see Figure 3B).  

 

Turning to the mean reaction times (RT, in milliseconds; averaged across all trials), a 

significant main effect of task Block on RTs was observed (P = 0.02). No significant main effect 

of Group or interaction effect was found (P = 0.64, P = 0.26) in line with previous work on 

anxiety (Bishop, 2009). Post-hoc analyses on the Block effect in each group revealed there 

was a significant decrease in the mean RT from TB1 (mean 658.3, SEM 32.53) to TB2 (mean 

552.8, SEM 20.68) in the StA group (PFDR = <0.05, Δ = 0.73, CI = [0.65, 0.81]). This effect was 

also significant for Cont, with mean RT dropping from TB1 (mean 657.7, SEM 35.65) to TB2 

(mean 591.4, SEM 31.78, PFDR = <0.05, Δ = 0.65, CI = [0.56, 0.72]). As a separate analysis, 

and given the lack of between-group differences in RTs, we contrasted the total-population 

(StA + Cont) mean RT of lose and win trials, using the RT value from the current trial. The lose 

minus win RT difference was highly significant, as expected, reflecting a slower response on 

trials where participants responded incorrectly (P = 0, Δ = 1, CI = [1, 1]; mean RT for lose trials 

639.8 ms [SEM 0.36 ms], and for win trials 600.8 ms, [SEM 0.33 ms], Figure 3C).  

 

In a final post-hoc analysis, we assessed RT separately in blocks of unpredictable cues (50-

50 contingency phase) and highly predictable cues (90–10 contingency phase). The rationale 

for this analysis was that previous work using classical attention paradigms revealed that lack 

of attention leads to larger RTs both on trials with predictive cues (our 90–10 contingency 

phase) and trials with uninformative cues (as our 50–50 contingency phase; see for instance 

Prinzmetal et al., 2009). We thus aimed to assess whether state anxiety influenced attention 

using classical behavioural measurements. We examined whether the strength of the 

contingency bias shapes RT differently in each group. The results demonstrate no significant 

difference in RT between the two groups for either unpredictable or predictable contingency 

phases (P > 0.05: See Supplementary Materials). 

 



 

 

Figure 3. State anxiety modulates heart rate variability and behavioural responses. A) Modification in 

heart-rate variability (HRV) during anxiety manipulation. The average HRV (measured with the 

coefficient of variation of the inter-beat-interval of the ECG signal) is provided for the state anxiety (StA) 

and Control (Cont) groups across task block 1 (TB1), task block 2 (TB2) and final resting state (R2). 

The average of the resting state (R1: baseline) has been subtracted from each subsequent task block 

to normalise HRV values. Significant between-group differences assessed in learning blocks TB1 and 

TB2 are identified by black bars on the x-axis (paired permutation test, PFDR < 0.05 after control of the 

FDR at level q = 0.05).  B) The effect of anxiety on reward-based learning performance: error rates. 

Here, the average error rates of each group, the state anxiety (StA) and the control group (Cont) are 

presented using a central point flanked by SEM bars. To the right of each mean and SEM are the 

individual data points in each group to show group population dispersion. Anxiety significantly increased 

the error rate in the StA group when compared to Controls (P = 0.001). C) The main effect of outcome 

(win, grey; lose, blue) on mean reaction times on that same trial (RT: P = 0). On the left, the average 

RT of each outcome is presented using a central point with SEM bars. To the right of each mean and 

SEM are the individual data points of each group to show group population dispersion.  

 

3.3 Bayesian Model Selection  

 

After fitting each model (HGF: 3-Levels [HGF3], 2-Levels [HGF2], HGFμ3, the Rescorla Wagner 

[RW], and Sutton K1 [SK1]) individually in each of the 42 participants and obtaining log-model 

evidence (LME) values for each, we compared the five models using Bayesian model selection 

(BMS). Results from BMS revealed that the family of Bayesian models (HGF3, HGF2, and 

HGFμ3) had much stronger evidence than the reinforcement-learning models (RW, SK1), with 

an exceedance probability of 0.99, and an expected frequency of 0.74 (leftmost columns: 

Figure 4A). Next, within the Bayesian models, an additional BMS step using the LME for each 

subject and model demonstrated much stronger evidence for the HGF3 model relative to the 

HGF2 and HGFμ3 model versions, with an exceedance probability of 0.98 and an expected 



frequency of 0.61 (rightmost columns: Figure 4A). The HGF3 model was the winner model 

also when performing BMS separately in the StA and Control groups. 

 

Although a previous study found the HGFμ3 model to outperform the 3-level HGF (Diaconescu 

et al., 2014), here we found the latter to provide more model evidence. One possible 

explanation is that the HGFμ3 might be particularly useful in paradigms where (at least some) 

participants are exposed to a scenario of alternating low and high volatility (Diaconescu et al., 

2014). For a fixed value of true volatility, as in our study (constant rate of change of 

contingency blocks), the standard 3-level HGF with a decision noise parameter that is not 

modulated by the dynamics of μ3 performed the best. 

 

To further determine the quality of the fit of the winning HGF3 model, we simulated responses 

using the estimated model parameters for each individual (ω2, ω3, ζ).  Similarly to Aylward et 

al. (2019), we computed the probability of response switch (choosing orange or blue) across 

trials in each individual and separately for simulated and empirical responses. We found a 

high significant non-parametric Spearman rank correlation between both variables across 

participants (N = 42): ρ = 0.8679, P = 4 x 10-14 (Supplementary Figure 5). A similar outcome 

was obtained when assessing correlations within each group, suggesting that the winning 

model captured the dynamics in the data well. 

 

3.4 Model-based analysis 

 

3.4.1 State anxiety is associated with a lower learning rate about stimulus outcomes 

 

We observed significant differences between the groups in the perceptual model parameter 

ω2, with smaller values obtained in StA (mean −3.1, SEM 0.23) when compared to the Cont 

group (mean −2.0, SEM 0.15, P = 0.002, effect size: Δ = 0.75, CI = [0.55, 0.90]). The decision 

noise parameter, ζ, did not differ between groups (P = 0.62), and was moderately low in both 

groups: Cont (mean 1.98 [0.26]) and StA (2.20 [0.41]). 

 

The values of ω2 influence, among other HGF trajectories, the learning rate at the lowest level, 

α (through modulation of μ2), driving the step of the update about stimulus outcomes (Mathys 

et al., 2014). More negative ω2 values—as found in StA—lead to smaller updates, and thus to 

smaller learning rates (See illustration in Figure 4B). To illustrate the impact that this has on 

the evolution of beliefs about reward contingencies and environmental volatility in our task, we 

additionally provide simulations of belief trajectories for both μ2 (σ2) and the log-volatility μ3 (σ3) 



(Supplementary Figures 6-7). The results demonstrate that decreasing ω2 reduces the 

estimation uncertainty about the reward tendency σ2 with smaller update steps on μ2 

(Supplementary Figure 6). The effect of decreasing ω2 on high-level beliefs is to reduce the 

update steps for the expectation of log-volatility μ3 and increase uncertainty σ3 

(Supplementary Figure 7). In the following, we explore whether the two experimental groups 

did indeed differ in the uncertainty of their beliefs as a consequence of the observed change 

in ω2. 

 

3.4.2 Informational Uncertainty about the outcome tendency is lower in state anxious 

individuals. 

 

As indicated in the previous section and illustrated in Supplementary Figure 6, the 

informational (belief) uncertainty about the outcome tendency, σ2, is reduced for smaller ω2 

values, while it also depends on the volatility estimate μ3 from the previous trial and other 

quantities (see Eq. 11 and 13 in Mathys et al., 2014). Here we found a significant main effect 

of factor Group on σ2 (P = 0.008). There were no significant effects of block and no interaction 

effect (P = 0.58, P = 0.78). In addition, planned comparisons showed that anxiety significantly 

lowered the total average σ2 for StA in comparison to Cont, as expected from the lower ω2 

values in StA (Figure 4C; P = 0, Δ = 0.75, CI = [0.55, 0.89]). A lower belief uncertainty about 

the outcome tendency in StA individuals means that new information had a smaller impact on 

the update equations for beliefs about x2 in this group. 

 

3.4.3 Environmental uncertainty is underestimated in state anxiety.  

 

Environmental uncertainty—induced by changes in the environment—depends on the tonic 

volatility estimate, ω2, and the trial-wise volatility estimate μ3
(k-1) (see Eq. 3 above; the coupling 

constant κ was fixed to one). More volatile environments lead to greater environmental 

uncertainty. We found that environmental uncertainty was significantly modulated by factor 

Group (P = 0.02), while there was no significant main effect for factor Block or interaction effect 

(P = 0.58, P = 0.75). Further pair-wise analyses demonstrated that the StA group 

underestimated the environmental uncertainty, relative to control participants, when averaging 

across both experimental blocks (Figure 4D; P = 0, Δ = 0.74, CI = [0.54, 0.89]), consistent 

with their reduction in ω2. 

 

  



3.4.4 Uncertainty about volatility is higher in state anxious individuals. 

 

In contrast to the effect on σ2 reported above, state anxiety increased belief uncertainty on 

level 3 (σ3; uncertainty about volatility). We found both a significant main effect of Block (P = 

0.0006) and Group on this parameter (P = 0.0002), yet no interaction effect (P = 0.99). Across 

blocks, the uncertainty about volatility generally decreased. Planned comparisons 

demonstrated that separately in the first and second task blocks anxiety significantly increased 

σ3 in the StA group when compared to the Cont group (Figure 4E; PFDR < 0.05, effect size for 

TB1: Δ = 0.73, CI = [0.53, 0.89]; TB2: Δ = 0.74, CI = [0.53, 0.89]). The larger anxiety-induced 

uncertainty about volatility is consistent with the effect of decreasing ω2, as illustrated in our 

simulations (Supplementary Figure 7). 

 

 

 

Figure 4. Bayesian Model Selection and Hierarchical Gaussian Filter Results. A) Bayesian model 

selection (BMS). The two leftmost panels represent the model frequency and exceedance probability 

for the family of models ‘HGF Fam’ (HGF2, HGF3 and HGFμ3: dark blue) and the family of reinforcement 



learning models ‘RL FAM’ (RW, SK1: blue). The family of HGF models provided the best model 

evidence. In the two right panels is the comparison between the three HGF models (HGF2: blue, HGF3: 

dark blue and HGFμ3: light blue). The HGF3 provided stronger model evidence. B) Illustration of the 

trial-by-trial learning rate about stimulus outcomes (α) in two ideal observers with different values of ω2. 

Trajectories were simulated using the same input sequence and parameters (except ω2): μ2
(0) = 0, μ3

(0) 

= 1, σ2
(0) = log(0.1), σ3

(0) = log(1), κ = 1, ω3 = −7. The two values on ω2 used in the simulated trajectories 

are -2 (orange) and -4 (black). This parameter represents the tonic part of the variance in the Gaussian 

random walk for x2 and modulates the learning rate about stimulus outcomes at the lowest level. Lower 

ω2 values lead to smaller trial-by-trial learning increments. When comparing ω2 values between groups 

(StA, Cont), we found more negative values in StA than in the Cont group (P = 0.002). C) Lower ω2 in 

state anxiety leads to decreased informational uncertainty about x2. There was a significant main effect 

for factor Group (StA, green; Cont, black; synchronised permutation test: P = 0.008) but not for factor 

Block (P > 0.05). Planned between-group comparisons indicated that state anxiety significantly 

decreased the average uncertainty about beliefs on tendency x2 (P = 0, as given by black bars), after 

averaging across both blocks; significant effect indicated by black bars at the bottom). D) Lower ω2 in 

state anxiety leads to decreased environmental uncertainty (P = 0.02) (no effect of factor Block [P > 

0.05]). Thus, StA participants had a lower estimate of environmental uncertainty. E) State anxiety 

increased uncertainty about volatility in the task environment (σ3). We found a significant main effect 

for factor Block (P = 0.0006) and Group (StA, green, Cont, black; P = 0.0002), modulating uncertainty 

about volatility. Planned between-group comparisons further indicated that state anxiety exhibited 

significantly higher σ3, as compared to control participants, separately in each task block (TB1, TB2, 

PFDR < 0.05, as given by black bars). 

 

 

3.5 Standard Lose versus Win ERP results  

 

Cluster-based random permutation tests demonstrated a significant difference between the 

effect of the two outcomes (lose, win) on the ERP (N = 42: two significant clusters at level P < 

0.025). Losing led to a more negative ERP amplitude than winning during a time window 

between 200 and 350 ms post outcome (negative cluster, P = 0.003). This effect at first had a 

centro-parietal distribution, which later propagated to broader central, frontal, temporal, and 

parietal electrode regions, occurring approximately in line with the fERN ERP 

(Supplementary Figure 8). In a later time window, between 350 and 860 ms, losing evoked 

a more positive amplitude when compared to winning (positive cluster, P = 0.0002). During 

this later latency, the difference originated over fronto-central electrodes and later spread to 

centro-parietal electrodes resembling the P300 component wave (Supplementary Figure 8). 

The latency of the significant clusters confirmed that lose relative to win trials elicited a biphasic 

ERP modulation consisting of an earlier negative wave resembling the fERN and a later 

positive and very pronounced deflection corresponding to the P300. 

 

  



3.6 Single-trial ERP modulations by precision-weighted PEs 

 

The HGF results had confirmed that state anxiety alters informational uncertainty of beliefs 

about reward contingencies (level 2) and also about volatility (level 3) (Figure 4) in an 

opposing pattern of changes (decrease in σ2 and increase in σ3 relative to control participants). 

We then proceeded to analyse in each group separately the electrophysiological 

representations of trial-wise pwPEs for level 2—which are a function of the uncertainty 

estimate as shown in Eq. 12 (for an illustration of abs(ε2), see Figure 5A). The GLM results of 

the additional outcome regressor are shown in Supplementary Figure 9. 

 

3.6.1 Low-level precision-weighted prediction errors 

 

In the Cont group, abs(ε2) significantly modulated trial-wise EEG responses from 475 ms to 

503 ms post stimulus over central and parietal electrodes, with a maximum effect at 496 ms 

across a left parietal region (PFWE < 0.0001). An additional significant effect of a smaller cluster 

size was found earlier between 425-464 ms with a peak at 457 ms (PFWE = 0.001) across 

central and frontal electrodes (Figure 5B). Details on the cluster effects can be found in Table 

2. Precision-weighted PEs about the stimulus tendencies abs(ε2) did not significantly modulate 

the ERP responses in the StA group. When directly contrasting the groups, there were no 

significant differences in the representation of abs(ε2) in EEG activity. 

 



 

Figure 5. Signatures of precision-weighted prediction errors on trial-wise ERPs.  A) Trajectories of 

model-based estimates for both lower-level and higher-level pwPE for one representative control group 

participant across 400 trials. In green are higher-level pwPEs concerning volatility; in black are the 

absolute values of the lower-level pwPE concerning beliefs about the rewarding stimulus. This second 

trajectory was chosen as a regressor in our GLM analysis, whereas ε3 was excluded due to near-

collinearity of ε3 and abs(ε2): Individual correlation values were around 0.9 (see main text). B) Effect of 

pwPEs on level 2 (abs(ε2)) in controls. In the Cont group, pwPEs about reward outcomes correlated 

with activation changes across a left parietal and central region between 475 ms to 503 ms, as shown 

in the topographical representation on the top at the time of the maximum peak of the cluster (496 ms 

post stimulus, PFWE < 0.0001, with a cluster-defining threshold of P < 0.001). An earlier cluster was also 

found as shown in the bottom topographical representation, with activation between 425–464 ms (PFWE 

= 0.001) at frontocentral channels. C) The bottom panels show the average EEG response to the 40 

highest ("High") and 40 lowest ("Low") pwPE values from each participant, and at P5 and FCz 



electrodes—representing the significant GLM cluster obtained in Cont participants (shown in B). The 

averaged EEG responses are displayed separately for StA High, StA Low, Cont High, and Cont Low. 

Both participant groups show an increased response in EEG activity during "High" relative to "Low" 

abs(𝜀2) trials at both electrode locations and between 475–503 ms. Shaded bars show 1.96∗SEM. 

 

4. Discussion 

 

We combined computational modelling of behaviour and analysis of electrophysiological 

responses to examine how state anxiety modulates reward-based learning when learning in a 

volatile environment. Our key finding is that state anxiety was associated with a reduced 

estimate of tonic volatility, which resulted in an overall lower learning rate, and corresponded 

to a significant underestimation of environmental and informational uncertainty. At the same 

time, a reduction of tonic volatility in our paradigm led to a decrease in learning about phasic 

volatility, a higher-level belief about the current rate of change in the environment. Our 

modelling results offer a mechanistic explanation for the increase in error rate that we 

observed in the anxiety group. 

 

Trial-wise estimates of uncertainty—or its inverse, precision—serve to scale the impact of 

prediction errors (PEs) on the belief updates. We found that precision-weighted PEs (pwPEs) 

about the stimulus-reward contingency explained trial-wise modulation of observed ERP 

responses in control participants only. We observed these effects mainly around 425–503 ms 

across left parietal and central sensors. In state anxiety, there was no significant effect of 

lower-level pwPEs about reward contingencies on EEG amplitudes. Taken together, the data 

suggest that temporary anxious states in healthy individuals impair reward-based learning in 

volatile environments, primarily through changes in uncertainty estimates, potentially 

mediated by a degraded neuronal representation of lower-level pwPEs about reward 

contingencies, although the latter remains speculative given the lack of significant differences 

in pwPE representation between the groups (see below for further discussion).  

 

States of anxiety bias computations of uncertainty during reward-based learning 

 

The threat of a public speaking task used in our experiment reduced both heart rate variability, 

which is consistent with previous findings on state anxiety (Chalmers et al., 2014; Feldman et 

al., 2004; Gorman & Sloan, 2000), and high frequency HRV (HF-HRV: 0.15–0.4 Hz), an index 

of autonomic inflexibility found across anxious conditions (Friedman, 2007; Miu et al., 2009; 

Mujica-Parodi et al., 2009; Pittig et al., 2013). Beyond the initial induction where the effect of 



state anxiety on HRV was strongest, modulation to computational estimates of uncertainty 

persisted into the second task block. This suggests states of anxiety have a diffuse and 

transient effect on computational estimates of uncertainty during learning in volatile 

environments. It is important to note though that we were not able to validate the HRV block-

related effects with similar changes in the self-reported STAI inventory, as the data from this 

inventory were not acquired at the appropriate times. Our results are therefore based on the 

assumption that we can use the HRV changes observed here as a proxy for the successful 

induction of state anxiety in our paradigm. This assumption is further supported by a previous 

study from our lab (Sporn et al., 2020) where we used a similar approach in a motor learning 

task to successfully induce changes in state anxiety STAI scores (higher in the anxiety group), 

which was paralleled by a lowering of the same HRV proxy of state anxiety as used here. 

 

Our experimental manipulation had an adverse effect on reward-based learning. Having 

matched trait anxiety levels across the state anxious and the control group, our results indicate 

that the changes observed in reward-based learning—lower learning rates due to changes in 

belief uncertainty—can be linked to temporary anxious states independently of trait levels. 

These outcomes thus expand prior findings of an association between high levels of trait 

anxiety and difficulties in decision-making tasks (de Visser et al., 2010; Miu, Heilman, et al., 

2008) and learning in volatile task environments (Browning et al., 2015; Huang et al., 2017) to 

the realm of state anxiety. While we tested only a volatile environment where probabilistic 

contingencies changed regularly (as in Iglesias et al., 2013; de Berker et al., 2016), a still 

unresolved question is whether the anxiety-related modulations of uncertainty estimates are 

exclusive to a volatile environment or would also emerge in stable environments. Given that 

previous research in trait anxiety showed that learning is affected exclusively during volatile 

(not stable) experimental phases (Browning et al., 2015; Huang et al., 2017), we predict that 

during stable blocks state anxiety would not alter belief uncertainty. Moreover, our task did not 

allow for robust inferences on phasic volatility estimation (as reflected by parameters like the 

meta-volatility ω3). Additional follow-up work should extend the current paradigm to also 

consider an environment with dynamic (as opposed to fixed) volatility, to systematically assess 

whether state anxiety affects the estimation of phasic volatility on top of the altered tonic 

volatility estimates observed here.  

 

By using the threat of public speaking instead of a specified aversive outcome, our approach 

allowed us to investigate behavioural, physiological, and neural responses in anticipation of a 

future unpredictable threat. Alterations in anticipatory responses to upcoming uncertain 

threats have been proposed to be a common explanation for anxious states in healthy 

individuals and anxiety disorders alike (Grupe & Nitschke, 2013). Accordingly, our findings 



that anxiety leads to changes in informational and environmental uncertainty could prove 

relevant for understanding the alterations in decision-making and learning observed in anxiety 

disorders (Bishop & Gagne, 2018; Browning et al., 2015; de Visser et al., 2010; Huang et al., 

2017; Miu, Heilman, et al., 2008). 

 

Our approach is not the first in proposing a role of uncertainty estimates in cognitive biases in 

anxiety. A recent account of affective disorders suggested that difficulties with uncertainty 

estimation underlie some of the psychiatric symptoms in these populations (Pulcu & Browning, 

2019). This work distinguished between different types of uncertainty, corresponding to 

irreducible, informational, and environmental uncertainty as described here, and assigned a 

particular relevance of environmental (“unexpected”) uncertainty in explaining anxiety. In fact, 

evidence from computational studies converges in linking trait anxiety with difficulties in 

learning in unstable or volatile environments (Browning et al., 2015; Huang et al., 2017). As 

shown by Browning et al. (2015), an inability to adapt to changes in a task structure can be 

measured by comparing a single volatile block to a single stable block. Alternatively, 

suboptimal learning in anxiety can be captured by focusing on volatile environments alone, in 

which the probability of reward (or punishment) changes regularly across different blocks 

(Huang et al., 2017).  

 

Here we followed the second approach to investigate reward-based learning in a volatile 

environment. We investigated the adaptive scaling of learning rates to estimates of 

environmental uncertainty on a trial-by-trial basis by applying a computational model that 

explicitly incorporates learning about volatility in a hierarchical Bayesian framework. The 

winning computational model that best explained our behavioural data was the 3-level HGF, 

where the third level is a mathematical description of volatility estimates and their variance. 

Our inferences about phasic volatility estimation, as represented on this third level, are limited 

by the fact that our paradigm did not include marked changes in the level of volatility over time. 

Accordingly, we were not able to recover perceptual parameters related to phasic volatility 

estimation. The fact that the model that included phasic volatility estimation was still a better 

explanation of the observed responses suggests that trial-wise updating of beliefs about the 

level of volatility may nevertheless play a role. Participants still need to infer the adequate level 

of volatility as they perform the task (Iglesias et al., 2013; Weber et al., 2020). Similarly, the 

three-level HGF outperformed the two-level HGF in a task with comparable structure (and 

identical priors), further suggesting the validity of the three-level HGF in identifying learning 

alterations in threatening or stressful environments (de Berker et al., 2016). 

 



We found that the state anxious participants’ estimates of tonic volatility, as captured by the 

parameter ω2, were significantly lower than controls, which led to significantly reduced learning 

rates and estimates of informational and environmental uncertainty. Beliefs about the outcome 

tendency were thus estimated to be more precise during anxiety, such that new and potentially 

revealing information about the true nature of hidden states had a smaller influence on the 

belief updates on that level. Critically, an overly precise belief about the outcome tendency 

might be inappropriate given the fluctuations in the true underlying hidden state. Thus, a drop 

in informational uncertainty during state anxiety might lead to biased learning, which here was 

further characterised by a lower learning rate about stimulus outcomes. This finding was 

confirmed in a separate model-free behavioural analysis: state anxious individuals exhibited 

a higher error rate during task performance relative to control participants. Our study thus 

provides novel and compelling evidence for abnormal precision (uncertainty) estimates 

underlying impoverished learning in healthy individuals going through temporary states of 

anxiety. Thereupon, the improper weighting of precision could be a general mechanism 

underlying a range of cognitive biases observed in healthy and psychiatric conditions, such as 

“hysteria” or autism (Edwards et al., 2012; Lawson et al., 2017).  

 

Theories of aberrant precision estimates are typically formulated using a Bayesian or 

predictive coding framework (Parr, Rees, et al., 2018). Precision is formalised as an attentional 

mechanism, calibrating neural gain to regulate the influence of prior beliefs and sensory 

outcomes on future expectations (Feldman & Friston, 2010; Friston & Kiebel, 2009a; Moran 

et al., 2013). Our results provide evidence for this computational account of attention through 

altered uncertainty estimates. However, more “classical” accounts of attention detailing a 

limited resource capacity do not wholly explain our behavioural data (Lavie, 1995; Lavie et al., 

2004). Our results showed that RT was not affected by the anxiety manipulation (in line with 

Bishop, 2009). This suggests deficient attentional resources or increased distraction are not 

the primary driving factor behind our reported impaired learning performance under state 

anxiety. 

 

We also found that state anxiety led to a decrease in the precision of beliefs about 

environmental volatility, and reduced learning about this quantity. Learning about higher-level 

quantities depends upon the transmission of learning signals (precision-weighted PEs) from 

lower to higher levels. As our simulations show, a reduction in tonic volatility estimates does 

not only reduce learning about the contingencies governing observed stimuli and outcomes 

(Supplementary Figure 6) but also impairs learning about volatility. In particular, it prevents 

a trial-by-trial modulation of volatility estimates—learning—which would reduce the uncertainty 

about this quantity (Supplementary Figure 7). Therefore, the model indicates that state 



anxious individuals remained uncertain about the current rate of change in the environment in 

our task. However, to examine whether state anxiety induces changes to phasic volatility 

estimation above and beyond this consequence of aberrant tonic volatility estimates, future 

studies will have to confront participants with environments in which the rate of change is 

dynamic across the experiment.  

 

Changes to the contingencies governing the outcomes in our task were abrupt (see Figure 

1B), which is in contrast to the generative model of the environment suggested by the HGF, 

where states evolve as Gaussian random walks and thus change slowly and diffusively over 

time. While the HGF has been successful in explaining and predicting human behaviour in 

such tasks (e.g., Iglesias et al., 2013; de Berker et al., 2016), alternative models have been 

proposed based on a generative model which expects sudden changes (Moens & Zénon, 

2019; Nassar et al., 2010). In practice, both approaches (HGF and change-point models) can 

successfully deal with both kinds of environments (sudden versus diffuse changes), as a 

recent comparative analysis found (Marković & Kiebel, 2016). However, this analysis also 

indicated that Bayesian inference and model comparison methods can accurately 

disambiguate between data generated by the HGF versus a (reformulation of a) change-

detection model. To understand whether participants use one or the other to infer on the 

dynamics of the environment, future work would thus profit from directly comparing the recent 

reformulations of change-point models (Marković & Kiebel, 2016; Moens & Zénon, 2019) to 

the HGF. 

 

Overall, the computational results confirm our hypothesis that state anxious individuals choose 

their responses founded on a biased representation of uncertainty over the current belief 

states—at least when dealing with volatile environments as assessed here. Overly precise 

beliefs may represent a strategy to regain a sense of control because uncertainty is 

experienced as aversive (Carleton, 2016), such as observed in obsessive compulsive disorder 

(Carleton, 2016) and ritualistic behaviour (Lang et al., 2015). In turn, this emergence of biased 

estimates could increase the symptoms of anxiety over time through inaccurate recursive 

assessments of threat from uncertainty, thereby fitting a profile of anxious responses similar 

to those of anxiety-related disorders (Grupe & Nitschke, 2013; Pulcu & Browning, 2019).  

 

Precision-weighted prediction errors modulate trial-by-trial ERP responses 

 

The modulation of trial-by-trial ERP responses by lower-level pwPEs in the control group 

aligns with previous studies combining EEG analyses with the HGF, which revealed that low-

level pwPEs are reflected in trial-wise ERP responses during learning and perception in 



unstable environments (Stefanics et al., 2018; Weber et al., 2020). Some studies also found 

higher-level pwPEs modulating brain responses, and supported that different hierarchically-

related pwPEs (or related HGF quantities) are represented across different brain regions 

specific to the task demands (Diaconescu, Litvak, et al., 2017; Iglesias et al., 2013; Weber et 

al., 2020).  

 

Here, however, we excluded higher-level pwPEs from the GLM analysis due to near-

collinearity of ε3 and abs(ε2) regressors. The fact that we did not observe a significant 

modulation of EEG responses by lower-level pwPEs in the StA group is consistent with our 

finding of reduced learning rates in this group. However, EEG responses to pwPEs were not 

significantly different when directly contrasting the groups, which prevents us from drawing 

strong conclusions about differential pwPE representations during state anxiety. The 

complementary visualisation of ERP modulations to high and low pwPEs further suggested a 

similar profile of ERP amplitude changes for both groups at the peak electrodes showing 

within-group effects to abs(ε2) in the control group. Thus, the specific neural mechanism 

explaining the biased uncertainty estimates on reward contingencies—which are related to 

lower-level pwPEs—observed in state anxious participants remains elusive. 

 

More generally, the evidence for neural representations of pwPEs in the control group is 

aligned with current predictive coding proposals. These view the brain as a Bayesian observer, 

estimating beliefs about hidden states in the environment through implementing a hierarchical 

generative model of the incoming sensory data (de Lange et al., 2018; Doya et al., 2007; 

Friston, 2010; Rao & Ballard, 1999). In this framework, superficial pyramidal cells encode PEs 

weighted by precision, and these are also the signals that are thought to dominate the EEG 

(Friston & Kiebel, 2009a). This motivated us to assess the representation of pwPEs in brain 

responses, an approach followed by some of the previous fMRI and EEG studies (Diaconescu, 

Litvak, et al., 2017; Iglesias et al., 2013; Stefanics et al., 2018; Weber et al., 2020).  

 

Other model-based studies of trial-wise ERP responses like the P300 assessed alternative 

Bayesian inference parameters, such as precision or Bayesian surprise (Kolossa et al., 2015; 

Mars et al., 2008; Ostwald et al., 2012). The centrally-distributed P3a component around 340 

ms was identified as an index of belief updating, whereas the later P3b waveform of posterior 

topography was found to represent Bayesian surprise (Kolossa et al., 2015). Despite these 

computational approaches to the P300 not being directly comparable to our pwPE results, 

they share a similar timeline and topography, as the centroparietal cluster in the Cont group 

overlaps with the location of the P3a and P3b waves as shown in Kolossa et al. (2015). The 

ERP modulation to low-level pwPEs in our study might thus partially contribute to the 



explaining the P300 amplitude changes obtained in the standard lose minus win ERP analysis 

conducted here, which itself showed the expected topographic gradient of the P300 

component from central to posterior regions as shown in classical model-free ERP studies 

(Hajcak et al., 2005, 2007; Polich, 2007; Wu & Zhou, 2009). Collectively, these results suggest 

that future studies assessing the effect of subclinical (trait, state) anxiety on the neural 

representation of computational quantities related to prediction updates could specifically 

target the topography and latency of the trial-wise P300. A state anxiety manipulation using 

the widely-used method of the threat of shock (Grillon et al., 2019) could potentially induce 

more consistent neural responses in StA participants and thus allow for discrimination of the 

neural bases of pwPE in this group when compared to control participants.  

 

It is important to note, interpretations concerning neuroanatomical regions are limited in our 

EEG study as it provided exclusively sensor-level results. The anterior cingulate cortex (ACC) 

has been shown to contribute to encoding lower-level pwPEs in a task with a similar structure 

(Iglesias et al., 2013). Intriguingly, state anxiety has been shown to deactivate the ventrolateral 

prefrontal cortex (PFC) and rostral ACC during cognitive control tasks that crucially depend 

on these areas (Bishop et al., 2004). Attention bias for threat in anxiety is also associated with 

alterations in ACC/PFC, specifically in the connectivity between dorsal ACC / dorsomedial 

PFC and the amygdala (Grillon et al., 2019). Thus, one hypothesis that could be tested in 

future combined fMRI-EEG studies is whether state anxiety disengages these ACC and PFC 

regions during reward-based learning, undermining their proper contribution to tracking pwPE 

about stimulus outcome tendencies, but also volatility.  

 

Of particular interest, decreased dorsolateral prefrontal cortex activity also characterises 

elevated trait anxiety levels, with detrimental consequences for performance and attentional 

control (Bishop, 2009). And portions of the cingulate cortex and prefrontal cortex are part of 

the central network underlying anxiety disturbances (Grupe & Nitschke, 2013). Thus, an 

additional interesting question for future studies would be to assess the role that these brain 

regions play in the modulation of hierarchically-related pwPEs that may lead to the 

computational biases described in trait anxiety (Browning et al., 2015; Huang et al., 2017). 

 

 

 

 

 

 

 



Supplementary Figures 

 

 

 

 

Supplementary Figure 1. Scheme of the experimental task structure. The experiment was split into 

four blocks: the first resting-state block (R1: baseline), task block 1 (TB1), task block 2 (TB2), and the 

final resting state block (R2). Both groups (StA and Cont) started with 5 minutes of resting state (R1) 

consisting of EEG and ECG recording. Prior to TB1, the StA group were informed of the experimental 

manipulation of public speaking about an unknown artwork in front of 3 experts, to be carried out after 

the computer learning task (TB1, TB2) had finished. This aimed to induce anxiety during TB1 and TB2 

for the StA group, as indicated by hatched lines. The Cont group were told to expect to describe the 

same artwork to themselves for an identical period of time. Both groups undertook the reward-learning 

task across two blocks (TB1, TB2). After completing TB2, the StA group were informed they would not 

need to speak publicly about the artwork, and that they would, in an identical fashion to the Cont group, 

only need to present the artwork to themselves. When finished with this self-presentation, the final 

resting state block of ECG and EEG was recorded (R2). 



 

 

Supplementary Figure 2. HGF parameter estimation. We simulated responses in an ideal observer, 

receiving the input from participant #1 in the control group. The responses were simulated using as 

model parameter values those listed in Table 1 (fixed parameters μ2
(0) = 0, σ2

(0) = 0.1, μ3
(0) = 1, σ3

(0) = 

1, κ = 1) but we also set the values of ω2, ω3 and the response model parameter ζ. Different simulated 

responses were created by using different values of ω2 (−5.5 to −2.5 in steps of 0.5; 70 repetitions in 

each case), ω3 (−8.5 to −6.5, in steps of 0.5, 70 repetitions), ζ (4 to 8 in steps of 0.5; 70 repetitions). 

Next, we fitted the simulated responses and the input with the HGF winning model used for the empirical 

data and estimated the parameter values that best account for the simulated behavioural data. The 

prior values used for ω2 and ω3 were −4 and −7, respectively (variance 16 in both cases). Prior values 

are denoted by the diamond shape in the top panels. Panels A-C are boxplots (median, 25 and 75 

percentiles) illustrating the results of parameter estimation for ω2 (A), ω3 (B) and ζ (C). The x-axis 

represents the set parameters introduced in the simulated responses (labelled “sim”), while y-axis data 

reveal the corresponding estimated value of that same parameter (labelled “fit). Parameter recovery 

was excellent in the case of ω2 and ζ, as there was a high significant correlation between simulated and 

estimated (fit) values: Pearson R = 0.9497, P << 1 x 10-6 for ω2, R = 0.8167, P << 1 x 10-6 . Parameter 

ω3 could not be well recovered: R = 0.02, P = 0.5383. 

 

 



 

 

 

Supplementary Figure 3. HGF parameter estimation. Same as Supplementary Figure 2 but using 

simulated responses in an ideal observer receiving the input from participant #1 in the StA group. 

Parameter recovery was excellent for ω2 and ζ, as simulated and estimated (fit) values were highly 

significantly correlated: Pearson R = 0.9834, P = 0 for ω2, R = 0.8225, P << 1 x 10-6 . ω3 could not be 

well recovered: R = −0.0898, P = 0.047. 

  



 

 

Supplementary Figure 4. Spectral analysis of IBI time series data. To complement our HRV proxy of 

state anxiety, an analysis of the frequency content of IBI data was performed to link our finding of 

reduced HRV to evidence of autonomic inflexibility (parasympathetic vagal modulation) in anxiety. The 

results showed reduced high frequency (0.15–0.4 Hz) content in the StA (mean −6.3, SEM  0.6) 

compared to Cont group (mean −4.7, SEM 0.5, P = 0.02). With a trend level interaction (P = 0.06) but 

no Block effect (P = 0.08).  

  



 

 

 

 

Supplementary Figure 5. Model check. Simulated responses were generated using the estimated 

model parameters for each individual (ω2, ω3, ζ). We compared the probability of trial-to-trial response 

switch (Orange, Blue) between simulated and empirical data across participants computing the non-

parametric Spearman rank correlation. There was a very high and significant rank correlation between 

both variables (N = 42): ρ = 0.8679, P = 4 x 10-14. Inspection of this association within each participant 

group revealed similar values (N = 21 in each case): ρCont =  0.8263, PCont = 4 x 10-6; ρStA =  0.8355, PStA 

= 2.5 x 10-6. 

 

 

 

 

 



 

 

Supplementary Figure 6. Simulated belief trajectories for μ2 and σ2. Trajectories were simulated using 

the input data from participant 1 using the priors μ2
(0) = 0, σ2

(0) = 0.1, μ3
(0) = 1, σ3

(0) = 1, κ = 1, ω3 = −7, 

but modulating ω2. This parameter represents the tonic part of the variance in the Gaussian random 

walk for x2 and modulates the learning rate about stimulus outcomes at the lowest level. Here we show 

that A) decreasing ω2 is linked to smaller update steps on the reward tendency μ2, while B) decreasing 

ω2 also reduces the estimation uncertainty about the reward tendency, σ2.  

  



 

 

Supplementary Figure 7. Simulated belief trajectories for μ3 and σ3. Trajectories were simulated using 

the input data from participant 1 using the priors μ2
(0) = 0, σ2

(0) = 0.1, μ3
(0) = 1, σ3

(0) = 1, κ = 1, ω3 = −7, 

but modulating ω2. Here we show that decreasing ω2 leads to A) smaller update steps for the 

expectation of log-volatility μ3 and B) higher uncertainty σ3 about volatility. As we presented in our 

results, StA individuals had significantly lower ω2. This can explain why StA exhibited higher uncertainty 

about volatility σ3 when compared to Cont. The StA group did, moreover, exhibit generally a higher (less 

reduced) expectation of volatility μ3, despite this effect being non-significant. 

 

  



 

 

Supplementary Figure 8. Results of the ERP response comparison for the main effect of outcome: 

wins and losses. Left panels. Cluster-based random permutation analysis of ERP responses was 

carried out in the total population (N= 42) to assess the effect of the outcome (win, lose). Maps given 

for each cluster show the scalp topography of the significant cluster ERP differences between outcomes 

(win, lose). Black dots on the topographical maps indicate electrodes pertaining to a significant cluster 

(P < 0.025, two-tailed test). Right panel. Grand-mean ERP waveforms of the two outcomes (lose, red; 

win, blue) and the difference (lose minus win, black) are presented from all electrodes between −0.2 

and 1 seconds, with SEM given as grey shaded areas. Significant clusters are denoted by black bars 

on the x-axis. 

 

  



 

 

 

Supplementary Figure 9. Signatures of the representation of trial outcomes on trial-wise ERPs. A) 

Effect of trial outcomes in controls (Cont) correlated with EEG response changes across parietal-

occipital and central-parietal electrodes between 229 ms to 257 ms, as shown in the topographical 

representation at the time of the maximum peak of the cluster (242 ms post stimulus, PFWE < 0.0001, 

with a cluster-defining threshold of P < 0.001). A smaller cluster was also found as shown in the middle 

topographical representation at 281 ms, with activation between 267–287 ms (PFWE = 0.002) at right 

frontal and temporal electrodes. A later cluster was also shown between 583 ms to 618 ms with a peak 

at 598 ms over left parietal and central electrodes (PFWE < 0.0001).B) Effect of trial outcomes on EEG 

activity during state anxiety. In the state anxiety group (StA), trial outcomes were associated primarily 

with trial-wise ERP changes in right frontocentral electrodes. This effect, ranging from 228 ms and 316 

ms, is shown in a topographic scalp map at the time of the maximum peak of the cluster (277 ms post 

stimulus, PFWE = < 0.0001, with a cluster-defining threshold of P < 0.001). A second later cluster peaking 

at 371ms had a left parietal distribution. An additional smaller significant cluster was found between 

286–297 ms in right parietal electrodes peaking at 289 ms (PFWE = 0.04), and later between 558–569 

ms peaking at 559 ms (PFWE = 0.036). 

 

 

  



Supplementary Materials 

 

Results: Reaction time by contingency phase 

 

A study by Prinzmetal et al. (2009) demonstrated that both voluntary and involuntary attention 

impact reaction times. Voluntary (exogenous) and involuntary (automatic or endogenous) 

attention were assessed in a spatial cueing task developed by Posner and colleagues (Posner, 

1980). Voluntary attention was evaluated in trials with informative or predictive cues (80% valid 

trials) whereas involuntary attention was assessed using uninformative cues (25% of valid 

trials, for four possible target locations). The authors found that both voluntary and involuntary 

attention shorten RT (lack of attention, therefore, increases RT), and voluntary attention 

additionally affects accuracy. Follow up studies have further validated this effect of attention 

on RT.  

 

In our study, RT was not affected by the anxiety manipulation, which argues against “classical” 

attention being the main driving factor of the altered learning effects. Similarly, a previous 

study explicitly assessed the relation between attention and anxiety and showed that state 

anxiety was not linked to slower reaction times (Bishop, 2009). 

 

We additionally assessed RT separately in blocks of unpredictable cues (50–50 contingency 

phase) and highly predictable cues (90–10 contingency phase) and assessed how they were 

affected by anxiety. We averaged the RT across all 50–50 contingency trials and separately 

90–10 trials and performed a pair-wise permutation test comparing the mean RT between StA 

and Cont groups separately for each contingency category. The results demonstrate that in 

the 90–10 contingency phase there is no significant difference between StA (M = 667, SEM = 

34) and Cont (M = 641, SEM = 49, P = 0.76). Likewise, there was no difference in the 50–50 

contingency phase between the StA group (M = 683, SEM = 40) and Cont group (M = 684, 

SEM = 58, P = 0.98). 

 

 

  



Efficiency of  β coefficients in the GLM model 

 

Collinearity of regressors was an issue in our initial GLM design, as abs(ε2) and ε3 were highly 

correlated. A common practice is to orthogonalise collinear regressors in the model to solve 

the problem of reduced power and unreliable parameter estimates in the GLM (Mumford et 

al., 2018). However, other authors argue that despite the potential appeal of orthogonalisation 

of regressors to remove collinearity from the model, the implications are actually not 

necessarily beneficial: it does not improve the overall fit of the model, and in most cases, it 

can lead to a misleading interpretation of the resulting inferences (Vanhove, 2020).  We 

followed this second line of argument and chose to keep only one of the pwPE regressor 

trajectories instead. To inform our decision, we calculated the efficiency for β coefficients 

as proposed by Mumford et al. (2018) as a useful index to assess a priori our chosen 

explanatory variables (abs(ε2) and ε3): 

 

𝑒𝑓𝑓(𝛽1) = (𝑁 − 1)𝑉𝑎𝑟(𝑥1)(1 − 𝑐𝑜𝑟2(𝑥1, 𝑥2)), 

 

The equation above is taken from Mumford et al. (2018) and is valid for a GLM with two 

regressors, x1 and x2, associated with two β coefficients β1 and β2. N is the number of 

observations (400 trials in our case). 

 

We estimated the efficiency for β1 (regression coefficient for abs(ε2)) and β2 (regression 

coefficient for ε3) in each control and experimental group separately, and we obtained the 

following (mean and SEM across subjects): 

 

Control group: 

Efficiency for β1 (ε2): 47 (16) 

Efficiency for β2 (ε3): 0.33 (0.03) 

 

StA group: 

Efficiency for β1 (ε2): 15.7 (6.9) 

Efficiency for β2 (ε3): 0.57 (0.08) 

 

Although the exact values of the efficiency indices are not informative, what this analysis 

reveals is that the efficiency for the β regression coefficient associated with abs(ε2) is much 

higher than for ε3, due to larger variance in abs(ε2). Accordingly, we kept abs(ε2) in our GLM 

analysis and excluded regressor ε3. In addition, as indicated in the main manuscript, we used 



regressor outcome (win/lose trials), as it was expected to explain a large proportion of the 

variance in the EEG data. 

 

A similar analysis of the efficiency of regression coefficients for the final GLM model using 

abs(ε2) (β1) and outcome (β2), demonstrated that efficiency for beta coefficients was in the 

same order of magnitude for both regressors: 

 

Control group: 

Efficiency for  β1 (abs(ε2)): 94 (10) 

Efficiency for  β2 (outcome): 62 (2) 

 

StA group: 

Efficiency for  β1 (abs(ε2)): 34 (12) 

Efficiency for  β2 (outcome): 63 (5) 

 

Notably, while the efficiency for the β regression coefficient associated with the outcome 

regressor was very similar in both groups, the efficiency for β1 associated with abs(ε2) was 

considerably lower in the StA group, relative to control participants. 

 

  



Modulations of single-trial ERPs by trial outcome. 

 

Trial outcomes were represented by a large cluster of activity in both the Cont and StA group 

and with a similar latency. In the Cont group, trial outcomes significantly modulated EEG 

activity from 229 ms to 257 ms post stimulus over parietal-occipital and central-parietal 

electrodes, with a maximum effect at 242 ms in central parietal-occipital sites (PFWE < 0.0001). 

A second cluster of similar size occurred between 583 ms to 618 ms with a peak at 598 ms 

over left parietal and central electrodes (PFWE < 0.0001). Four further significant effects of a 

smaller cluster size were found earlier between 267–287 ms (PFWE = 0.002) and 642-654 ms 

(PFWE = 0.018) in right frontal and temporal electrodes, and between 567–583 ms (PFWE = 

0.016) in right parietal electrodes, and in frontocentral electrodes between 408–424 ms (PFWE 

= 0.028, see Supplementary Figure 9; Details on the cluster effects can be found in Table 

2). 

 

In the StA group, trial outcomes significantly modulated trial-wise EEG responses from 228 

ms to 316 ms across frontocentral regions, with a maximum effect at 277 ms in right frontal 

central electrodes (PFWE < 0.0001, Supplementary Figure 9). An additional smaller significant 

cluster was found between 286–297 ms in right parietal electrodes (PFWE = 0.04), and later 

between 558–569 ms (PFWE = 0.036) and 669–681 ms (PFWE = 0.042) in right parietal 

electrodes (cluster effects can be found in Table 2). There were no between-group differences 

in the representation of trial outcomes in EEG activity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Model Prior Mean Variance 

3-level HGF κ  1 0 

 ω2 -4 16 

 ω3 -7 16 

 μ2
(0) 0 0 

 σ2
(0)  0.1 0 

 μ3
(0) 1 0 

 σ3
(0) 1 0 

 ζ 48 1 

2-level HGF κ  0 0 

 ω2 -4 16 

 ω3 -7 0 

 μ2
(0) 0 0 

 σ2
(0)  0.1 0 

 μ3
(0) 1 0 

 σ3
(0) 1 0 

 ζ 48 1 

HGFμ3 κ  1 0 

 ω2 -4 16 

 ω3 -7 16 

 μ2
(0) 0 0 

 σ2
(0)  0.1 0 

 μ3
(0) 1 1 

 σ3
(0) 1 1 

 

Table 1. Means and variances of the priors on perceptual parameters and starting values of the beliefs 

of the HGF models. Values are shown for 3-level HGF, 2-level HGF and HGFμ3 models. Free 

parameters are estimated in their unbounded space. Accordingly, parameters that are restricted to a 

confined interval are log-transformed, to allow for estimation in an unbounded space. In our study, ζ 

was estimated in the log space (3-level HGF and 2-level HGF models). Model HGFμ3 had as free 

parameters ω2, ω3, μ3
(0), and σ3

(0) with μ3
 governing the decision noise through a negative exponential 

(Diaconescu et al., 2014). Here, σ3
(0) was estimated in the log space. 

 

 

  



  

      Activation 
size 

(voxels) 

Cluster p 
value (FWE 
corrected) 

Peak p 
value (FWE 
corrected) 

Peak F 
statistic 

Peak 
equivalent 
Z statistic 

Peak 
latency 

(ms) 

     Control 
Group: 
Lower-
level 
pwPE: 
abs(ε2) 

      

      1194 0.000 0.004 52.70 4.89 496 

      342 0.001 0.021 38.36 4.43 457 

     State 
Anxiety 
Group:  
Outcome 

      

      2293 0.000 0.003 49.19 4.70 277 

      10 0.040 0.041 30.26 4.09 289 

      16 0.036 0.041 30.23 4.08 559 

      6 0.042 0.043 29.89 4.07 680 

     Control 
Group:  
Outcome 

      

      1305 0.000 0.000 80.75 5.50 242 

      1110 0.000 0.002 58.35 5.04 598 

      298 0.002 0.003 51.97 4.87 281 

      55 0.018 0.019 37.50 4.40 648 

      63 0.016 0.025 35.60 4.32 574 

      24 0.028 0,038 32.83 4.20 414 

 

Table 2. Test statistics for lower-level precision-weighted prediction errors and trial outcomes. Each 

significant activation is ordered according to size (leftmost column). We provide both the cluster and 

peak p values with the family-wise error correction applied. Also given are the relevant statistics (F and 

peak equivalent Z) for each activation cluster and within each activation. 

 

  



Chapter 3: State anxiety alters the neural oscillatory 

correlates of predictions and prediction errors 

during reward-based learning 
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Abstract 

Anxiety influences how the brain estimates and responds to uncertainty. The consequences 

of these processes on behaviour have been described in theoretical and empirical studies, yet 

the associated neural correlates remain unclear. Rhythm-based accounts of Bayesian 

predictive coding propose that predictions in generative models of perception are represented 

in alpha (8–12 Hz) and beta oscillations (13–30 Hz). Updates to predictions are driven by 

prediction errors weighted by precision (inverse variance), and are encoded in gamma 

oscillations (>30 Hz) and associated with suppression of beta activity. We tested whether state 

anxiety alters the neural oscillatory activity associated with predictions and precision-weighted 

prediction errors (pwPE) during learning. Healthy human participants performed a probabilistic 

reward-based learning task in a volatile environment. In our previous work, we described 

learning behaviour in this task using a hierarchical Bayesian model, revealing more precise 

(biased) beliefs about the tendency of the reward contingency in state anxiety, consistent with 

reduced learning in this group. The model provided trajectories of predictions and pwPEs for 

the current study, allowing us to assess their parametric effects on the time-frequency 

representations of EEG data. Using convolution modelling for oscillatory responses, we found 

that, relative to a control group, state anxiety increased beta activity in frontal and sensorimotor 

regions during processing of pwPE, and in fronto-parietal regions during encoding of 

predictions. No effects of state anxiety on gamma modulation were found. Our findings expand 

prior evidence on the oscillatory representations of predictions and pwPEs into the reward-

based learning domain. The results suggest that state anxiety modulates beta-band oscillatory 

correlates of pwPE and predictions in generative models, providing insights into the neural 

processes associated with biased belief updating and poorer learning.  

 

Keywords Anxiety, predictive coding, oscillations, EEG, convolution, uncertainty 

 

 

 

  



1. Introduction 

Affective states closely interact with decision making (Lerner et al., 2015). For example, 

altered computations—such as learning rates and estimates of belief uncertainty—during 

decision making are considered central to explaining clinical conditions including anxiety, 

depression and stress from a Bayesian predictive coding (Bayesian PC) perspective 

(Browning et al., 2015; de Berker et al., 2016; Paulus & Yu, 2012; Pulcu & Browning, 2019; 

Williams, 2016). The Bayesian PC framework proposes that the brain continuously updates a 

hierarchical generative model using predictions optimised through their discrepancy with 

sensory data—prediction errors (PE)—and weighted by precision (inverse variance; Friston, 

2010; Rao & Ballard, 1999; Srinivasan et al., 1982). This hierarchical message passing was 

hypothesised—in the context of sensory processing—to be mediated by neural oscillations at 

specific frequencies, in distinct cortical layers and regions (Bastos et al., 2012). Empirical 

evidence supports this, identifying predictions in alpha and beta frequencies and PEs in 

gamma frequencies (Arnal & Giraud, 2012; Auksztulewicz et al., 2017; Bastos et al., 2020; 

Sedley et al., 2016). Yet how affective states modulate the oscillatory activity associated with 

predictions and PE signals has been largely overlooked.  

 

Uncertainty makes refining predictions particularly challenging. Estimates of uncertainty (or its 

inverse, precision) regulate how influential PEs are on updating our generative model of the 

environment (Friston, 2008; Yu & Dayan, 2005), scaling precision-weighted PEs (pwPEs). 

Uncertain and changing environments may render prior beliefs obsolete, down-weighting 

predictions in favour of increasing learning about sensory input. Recent studies have 

highlighted that precision estimates are important in explaining atypical learning and 

perception in neuropsychiatric conditions (Fletcher & Frith, 2009; Friston et al., 2013; Lawson 

et al., 2014; Montague et al., 2012). Anxiety, in particular, has been shown to lead to 

insufficient adaptation in the face of environmental change (Browning et al., 2015; Huang et 

al., 2017), disruption in learning and maladaptive biases—in both aversive and reward-based 

learning contexts (Hein et al., 2021; Huang et al., 2017; Kim et al., 2020; Lamba et al., 2020; 

Piray, Ly, et al., 2019; Pulcu & Browning, 2019). Whether the learning alterations in anxiety 

are mediated by oscillatory changes representing predictions and pwPEs remains unknown. 

 

Within the Bayesian PC framework, growing evidence supports that, during perception, 

feedforward PE signals are encoded by gamma oscillations (>30 Hz), while backward 

connections convey predictions expressed in alpha (8–12 Hz) and beta (13–30 Hz) oscillations 

(Arnal & Giraud, 2012; Bastos et al., 2015; van Pelt et al., 2016; Wang, 2010). Precision 

weights are also modulated by alpha and beta oscillations (Palmer et al., 2019; Sedley et al., 



2016). Because precision weights scale PEs during Bayesian inference and learning (Feldman 

& Friston, 2010; Friston, 2010), the modulation of pwPE signals could be expressed both in 

gamma and alpha/beta activity, as recent work suggests (Auksztulewicz et al., 2017). 

Specifically, gamma increases during pwPE encoding are accompanied by attenuated alpha 

and beta activity (Auksztulewicz et al., 2017). Indeed, gamma and alpha/beta oscillatory 

rhythms are anticorrelated across the cortex, as shown in investigations of prediction violations 

(Bastos et al., 2018, 2020) and during working memory (Lundqvist et al., 2016, 2020; Miller et 

al., 2018). Complementing these findings, we recently showed that abnormal increases in beta 

power and burst rate can account for the dampening of pwPEs during reward-based motor 

learning in anxiety (Sporn et al., 2020). Moreover, gamma oscillations in the dorsomedial 

prefrontal cortex (dmPFC) are associated with unsigned prediction errors during exploration-

exploitation behaviour (Domenech et al., 2020), suggesting cortical gamma activity as a 

relevant correlate of reward-based learning. Accordingly, we speculated that decreased 

anxiety-related learning during decision making could be associated with abnormally 

enhanced beta, in addition to reduced gamma, during processing pwPEs. 

 

Predictions have been consistently associated with the modulation of alpha-beta rhythms 

across multiple modalities, such as visual (Gould et al., 2011), motor (Schoffelen et al., 2005), 

somatosensory (van Ede et al., 2011), and auditory (Todorovic et al., 2015)—yet frequency-

domain evidence for predictions about reward contingencies in volatile environments is 

currently lacking. This is important to understand learning biases that manifest in anxiety 

conditions during environmental instability (Browning et al., 2015; Pulcu & Browning, 2019). 

Crucially, predictions in deep layers are thought to functionally inhibit the processing of 

sensory input and PEs in superficial layers (Bastos et al., 2015; Bauer et al., 2014; Mayer et 

al., 2016; Van Kerkoerle et al., 2014). This suggests that aberrant oscillatory states modulating 

predictions would be an additional route through which encoding of pwPEs is altered, 

contributing to impaired learning. 

 

Here, we used convolution modelling of oscillatory responses (Litvak et al., 2013) in previously 

acquired EEG data to estimate the neural oscillatory representations of predictions and pwPEs 

during reward-based learning in healthy controls and a state anxious group. Our previous 

computational modelling study (Hein et al., 2021) revealed that state anxiety biases 

uncertainty estimates, increasing the precision of posterior beliefs about the stimulus-reward 

contingency. We now ask whether this bias is associated with altered spectral characteristics 

of hierarchical message passing, which could represent a candidate marker of biased belief 

updating and poorer reward-based learning in anxiety. We hypothesised that, in state anxiety, 

increased precision in the predictions about a certain stimulus-reward contingency should be 



associated with increased alpha and beta activity. This, in turn, would inhibit the processing of 

expected inputs in line with PC accounts, resulting in a hypothesised lower gamma activity 

and concomitantly higher alpha-beta activity for attenuating encoding of pwPEs.  

2. Materials & Methods 

 

2.1 Participant sample 

 

The data used in the preparation of this work were obtained from our previous study Hein et 

al. (2021), which was approved by the ethical review committee at Goldsmiths, University of 

London. Participants were pseudo-randomly allocated into an experimental state anxiety (StA) 

and control (Cont) group, following a screening phase in which we measured trait anxiety 

levels in each participant using Spielberger’s Trait Anxiety Inventory (STAI; Spielberger 

[1983]). Trait anxiety levels were matched in StA and Cont groups: average score and 

standard error of the mean, SEM: 47 [2.1] in StA, 46 [2.2] in Cont). Importantly, the individual 

trait anxiety scores were lower than the previously reported clinical level for the general adult 

population (> 70, Spielberger et al., 1983). Further, the age of the control group (mean 27.7, 

SEM = 1.2) and their sex (13 female, 8 male) were consistent with those from the state anxiety 

group (mean 27.5, SEM = 1.3, sex 14 female, 7 male). This is important to consider as there 

are known age and sex-related confounds to measures of state anxiety (see Voss et al., 2015). 

 

2.2 Experimental design 

 

Both groups (StA, Cont) performed a probabilistic binary reward-based learning task where 

the probability of reward between two images changes across time (Behrens et al., 2007; de 

Berker et al., 2016; Iglesias et al., 2013). The experiment was divided into four blocks: an initial 

resting state block (R1: baseline), two reward-based learning task blocks (TB1, TB2), and a 

final resting state block (R2). Each resting state block was 5 minutes. Participants were 

instructed to relax and keep their eyes open and fixated on a cross in the middle of the 

presentation screen while we recorded EEG responses from the scalp and EKG responses 

from the heart.   

 

The experimental task consisted of 200 trials in each task block (TB1, TB2). The aim was for 

participants to maximise reward across all trials by predicting which of the two images (blue, 

orange) would reward them (win, positive reinforcement, 5 pence reward) or not (lose, 0 pence 

reward). The probability governing reward for each stimulus (reciprocal: p, 1−p) changed 



across the experiment, every 26 to 38 trials. There were 10 contingency mappings for both 

task blocks: 2 x strongly biased (90/10; i.e. probability of reward for blue p = 0.9), 2 x 

moderately biased (70/30), and 2 x unbiased (50/50: as in de Berker et al., 2016). The biased 

mappings repeated in reverse relationships (2 x 10/90; 2 x 30/70) to ensure that over the two 

blocks (TB1, TB2) there were 10 stimulus-outcome contingency phases in total. 

  

In each trial the stimuli were presented randomly to the left or right of the centre of the screen 

where they remained until either a response was given (left, right) or the trial expired 

(maximum waiting time, 2200 ms ± 200 ms). Next, the chosen image was highlighted in bright 

green for 1200 ms (± 200 ms) before the outcome (win, green; lose or no response, red) was 

shown in the middle of the screen (1200 ms ± 200 ms). At the end of each trial, the outcome 

was replaced by a fixation cross at an inter-trial interval of 1250 ms (± 250 ms). 

  

Specific task instructions to participants were to select which image they predicted would 

reward them on each trial and adjust their predictions according to inferred changes in the 

probability of reward (as in de Berker et al., 2016). All participants filled out computerised 

questionnaires (state anxiety STAI state scale X1, 20 items: Spielberger, [1983a]) and 

conducted practice trials as detailed in Hein et al. (2021). Critically, the state anxiety 

manipulation was delivered just before the first reward-based learning block (TB1) to the StA 

group (see the following section).  

 

2.3 Manipulation and assessment of state anxiety 

 

Our StA group was instructed to complete a public speaking task in line with previous work 

(Feldman et al., 2004; Lang et al., 2015). This meant, as detailed in Hein et al. (2021), that 

StA participants were told just before TB1 that they would need to present a piece of abstract 

art for 5 minutes to a panel of academic experts after completing the reward-based learning 

task, with 3 minutes preparation time. By contrast, the Cont group were informed that they 

would need to give a mental description of the piece of abstract artwork for the same time 

privately (rather than to a panel of experts, see Hein et al., 2021). Importantly, the state anxiety 

manipulation was then revoked in the StA group directly after completing the second reward-

based learning block (TB2) and before the second resting state block (R2). They were 

informed that the panel of experts was suddenly unavailable. Both groups, therefore, 

presented the artwork to themselves after completing the reward-based learning task.  

 

To assess state anxiety, in our previous work we used the coefficient of variation (CV = 

standard deviation/mean) of the inter-beat intervals (IBI) as a metric of heart rate variability 



(HRV), as this index has been shown to drop during anxious states (Chalmers et al., 2014; 

Feldman et al., 2004; Gorman and Sloan, 2000; Kawachi et al., 1995; Quintana et al., 2016). 

Additional to this, the spectral characteristics of the IBI data were analysed to obtain an HRV 

proxy of state anxiety associated with autonomic modulation and parasympathetic (vagal) 

withdrawal (Friedman, 2007; Gorman and Sloan, 2000). HRV and high-frequency HRV (HF-

HRV, 0.15–0.40 Hz) measures were derived from the R-peaks extracted from the EKG signal 

recorded throughout the experimental sessions (see details in Hein et al., 2021, and section 

EEG acquisition and analysis below). The HRV and HRV-HF measures during performance 

blocks were normalised with the average baseline levels during R1, after we established that 

StA and Cont groups did not differ in these indexes in the initial resting state phase (P = 0.76, 

0.66 for HRV and HRV-HF, respectively). This outcome suggested that control and anxious 

participants were not significantly dissociated in these physiological measures at the beginning 

of the experiment. Hereafter we refer to R1-normalised measures when summarising the 

results from Hein et al. (2021) on the HRV/HRV-HF measures during task blocks. 

 

In line with prior research, our previous study showed reduced HF-HRV and reduced HRV in 

state anxious participants relative to controls (Figure 1C). Reduction in these measures has 

been reliably shown across trait anxiety, worry, and anxiety disorders (Aikins & Craske, 2010; 

Friedman, 2007; Fuller, 1992; Klein et al., 1995; Miu et al., 2009; Mujica-Parodi et al., 2009; 

Pittig et al., 2013; Thayer et al., 1996), and thus, significant changes to these metrics 

suggested physiological responses consistent with state anxiety. Subjective self-reported 

measures of state anxiety (STAI state scale X1, 20 items: Spielberger, 1983) were taken at 

four points during the original Hein et al. (2021) study, but the data could not be used due to 

an error in STAI data collection. We showed in a separate study, however, that HRV can 

effectively track changes in state anxiety, as validated by concurrent changes in STAI scores 

(state scale; Sporn et al., 2020). 

 

2.4 Behavioural analysis and modelling 

 

The behavioural data in our paradigm were analysed in Hein et al. (2021) using the 

Hierarchical Gaussian Filter (HGF, Mathys et al., 2011, 2014). This model describes 

hierarchically structured learning across various levels, corresponding to hidden states of the 

environment x1
(k), x2

(k),..., xn
(k) and defined as coupled Gaussian random walks. Belief updating 

on each level is driven by PEs modulated by precision ratios, weighting the influence of 

precision or uncertainty in the current level and the level below. The HGF was implemented 

with the open-source software in TAPAS http://www.translationalneuromodeling.org/tapas, 

version 3.1.0). 



 

To model learning about the tendency towards reward for blue/orange stimuli and the rate of 

change in that tendency (volatility), we used three alternative HGF models, and two 

reinforcement learning models (Hein et al., 2021). The input to the models was the series of 

400 outcomes and the participant’s responses. Outcomes in trial k were either u(k) = 1 if the 

blue image was rewarded or u(k) = 0 if the orange image was rewarded. Trial responses were 

defined as y(k) = 1 if participants chose the blue image, while y(k) = 0 corresponded to the 

choice of the orange image. We tested a 3-level HGF (HGF3, with volatility estimated on the 

third level), a 2-level reduced HGF (HGF2, that fixes volatility to a constant level), and a HGF 

where decisions are informed by trial-wise estimates of volatility (see Diaconescu et al., 2014). 

We additionally tested two widely used reinforcement models, a Rescorla Wagner (RW, 

Rescorla & Wagner, 1972) and Sutton K1 model (SK1, Sutton, 1992). Following random 

effects Bayesian model comparison, the model that best explained the behavioural data 

among participants was the 3-level HGF for binary outcomes (see Figure 1A). In this winning 

model, the first level represents the binary outcome in a trial (either blue or orange wins) and 

beliefs on this level feature expected or irreducible uncertainty due to the probabilistic nature 

of the rewarded outcome (Soltani & Izquierdo, 2019). The second level x2
(k) represents the true 

tendency for either image (blue, orange) to be rewarding on trial k. And the third level 

represents the log-volatility or rate of change of reward tendencies (Bland & Schaefer, 2012; 

Yu & Dayan, 2005). In the HGF update equations, the second and third level states, x2
(k) and 

x3
(k), are modelled as continuous variables evolving as Gaussian random walks coupled 

through their variance (inverse precision). Hereafter we drop the trial index k in most 

expressions for simplicity.  

 

Variational inversion of the model provides the trial-wise trajectories of the sufficient statistics 

of the posterior distribution of beliefs about xi (i = 2,3): μi (mean, denoting participant’s 

expectation) and σi (variance, termed informational or estimation uncertainty for level 2; 

uncertainty about volatility for level 3). The coupling function between levels 2 and 3 is as 

follows: 

 𝑓2(𝑥3) ≝ 𝑒𝑥𝑝(𝜅𝑥3 + 𝜔2) (Eq.1)  

 

In equation (1), ω2 represents the invariant (tonic) portion of the log volatility of x2 and captures 

the size of each individual’s stimulus-outcome belief update independent of x3. The κ 

parameter establishes the strength of the coupling between x2 and x3, and thus the degree to 

which estimated environmental volatility impacts the learning rate about the stimulus-outcome 

probabilities—κ in Hein et al. (2021) was fixed to one. 



Another relevant parameter in the HGF equations is ω3, which seizes upon ‘metavolatility’: 

how estimates of environmental volatility evolve—with larger values articulating a belief that 

the changeability of the task is itself changing. Note that in our experimental task, however, 

the rate of change (true volatility) was constant, as the stimulus-outcome contingencies 

changed every 26–38 trials (similarly to de Berker et al. [2016] and Iglesias et al. [2013]). 

Environmental uncertainty is defined as exp(κμ3
(k-1)+ω2), which depends on the phasic log-

volatility estimates on the previous trial (μ3
(k−1)) and the tonic volatility (ω2). Thus, the higher 

μ3
(k−1) or ω2 are, the greater the environmental uncertainty (see Mathys et al., 2014, page 15, 

Eq. 11). 

 

In our implementation of the winning model, the 3-level HGF, we estimated the perceptual 

model parameters ω2, ω3, while we fixed κ and the initial values of the mean and variance of 

the belief trajectories (μ2
(0), μ3

(0), σ2
(0) , σ3

(0)). This choice was based on the previous work that 

we used as reference for our study (de Berker et al., 2016). The prior values on the model 

parameters can be found in Supplementary Table 1 and Hein et al. (2021). Hein et al (2021) 

also includes the results of simulations carried out to assess how well the HGF3 estimated 

each free model parameter. In brief, ω2 could be estimated well, whereas ω3 was not 

recovered, in line with recent findings (Reed et al., 2020).  

 

Paired with this perceptual model of hierarchically-related beliefs is a response model that 

obtains the most likely response for each trial using the belief estimates. The winning HGF 

model from Hein et al. (2021) used the unit-square sigmoid observation model for binary 

responses (Iglesias et al., 2013; Mathys et al., 2011, 2014) and the response model parameter 

ζ, which represents decision noise, was additionally estimated for each participant (see 

Supplementary Table 1). Simulations carried out in Hein et al. (2021) revealed that the 

decision noise parameter ζ was also estimated well. We refer the reader to the original HGF 

methods papers for more detail on the mathematical derivations (Mathys et al., 2011, 2014), 

and to Hein et al. (2021) for equations included in the original results. 

 

In the current study, we used two types of subject-specific trajectories of HGF variables as 

parametric regressors for convolution GLM analysis: (a) unsigned predictions about the 

tendency towards a certain stimulus-reward contingency (|�̂�2|); (b) precision-weighted 

prediction errors on level 2 (|ε2|) updating the beliefs on the tendency towards a reward 

contingency. The arguments supporting our choice of unsigned (absolute) values for these 

computational quantities are given in section Spectral Analysis below. The update steps for 



the posterior mean on level 2 on trial k, 𝜇2
(𝑘)

, depend on the prediction error on the level below, 

𝛿1
(𝑘)

, weighted by a precision term according to the following expression: 

 

 
𝜇2

(𝑘)
= 𝜇2

(𝑘−1)
+

1

𝜋2
(𝑘)

𝛿1
(𝑘)

. 
(Eq.2)  

 

The prediction about the tendency towards a stimulus-reward contingency before observing 

the outcome, �̂�2
(𝑘)

, is, in our winning model, the expectation in the previous trial, 𝜇2
(𝑘−1)

. The 

pwPE term on level 2, on the other hand, is the product of the estimation uncertainty (inverse 

precision 𝜋2) and the PE about the stimulus outcome: 𝜎2
(𝑘)

 𝛿1
(𝑘)

. Thus, the influence of PEs on 

updating 𝜇2 decreases with greater precision on that level, 𝜋2 , or smaller estimation 

uncertainty, 𝜎2. The intuition from this expression is that the less certain we are about level 2, 

the more we should update that level using new information (prediction errors) from the level 

below. See Mathys et al. (2011, 2014) for detailed mathematical expressions for the HGF. 

Details on the free parameters of the HGF model that were estimated, including prior values, 

can be found in Hein et al. (2021), and are briefly mentioned in Figure 1A. 

 

Trial-by-trial trajectories of the unsigned predictions about the stimulus-reward tendency |�̂�2| 

and pwPEs about the stimulus outcome |ε2| for an exemplar participant are provided in 

Figure 1B. 



 

 

Figure 1. HGF model, HGF trajectory estimates and HRV, HGF and behavioural results. A) 

Schematic model of 3-level HGF used in Hein et al. (2021). The free perceptual model parameters ω2, 

ω3 and the response parameter 𝜁 were estimated by fitting the HGF to observed inputs (u) and individual 

responses (y). B) HGF trajectories of the computational quantities used to form our GLM convolution 

regressors, from one participant. The lowest level shows the sequence of outcomes (green dots: 1 = 

blue win, 0 = orange win) and the participant’s responses (dark blue dots) on each trial. The black line 

indicates the series of prediction errors (PE) about the stimulus outcome, and the pink line the precision 

weight on level 2. The middle layer of B) shows the trial-wise HGF estimate of pwPE about stimulus 

outcomes (pwPE updating level 2, termed pwPE2 in the graphic, ε2 the main text; blue). For our GLM 

convolution analysis, we used unsigned values of ε2 as the first parametric regressor. The precision 

ratio included in the pwPE2 term, in succession, weights the influence of prediction errors about stimulus 



outcomes on the expectation of beliefs on level 2. Predictions about the tendency towards a stimulus-

reward contingency on level 2 are displayed on the top level (maroon). We took the absolute values of 

this quantity as our second parametric regressor (labelled Predictions2 in the graphic). C) In Hein et al. 

(2021) a significant drop in heart rate variability (HRV, a metric of anxiety using the coefficient of 

variation of the inter-beat-interval of the recorded heart beats), was observed in the StA group (pink) 

relative to Cont (black). Panel C) shows the mean HRV (with vertical SEM bars) over the experimental 

task blocks 1 and 2 (TB1, TB2) and the final resting state block (R2). These blocks (TB1, TB2, R1) were 

normalised to the average HRV value of the first resting state block (R1: baseline). A significant effect 

of group and block was discovered using non-parametric 2×2 factorial tests with synchronised 

rearrangements. After control of the FDR at level q = 0.05, planned comparisons showed a significant 

between groups result (black bar) in TB1. D) State anxiety impeded the overall reward-based learning 

performance as given by the percentage of errors. In the above, the mean of each group (StA, pink, 

Cont, black) is provided with SEM bars extending vertically. On the right of the group mean are the 

individual values depicting the population dispersion. State anxiety significantly increased the error rate 

relative to Controls. E-G) HGF modelling results. Hein et al. (2021) reported significantly lower ω2 in 

StA relative to Cont. Simulations in that study showed that a lower ω2 is associated with reduced 

estimation (informational) uncertainty on level 2, σ2. E) In our StA group, the block average of estimation 

uncertainty about the stimulus-reward contingency (σ2) was significantly smaller than in Cont (main 

effect of group; StA, pink; Cont, black). F) We observed significantly lower environmental uncertainty in 

StA relative to Cont (main effect of group). G) State anxiety increased uncertainty about volatility (σ3, 

main effect of block and group). Planned between-group comparisons additionally revealed a 

significantly higher σ3 in StA relative to Cont in each task block separately (TB1, TB2, black bars). 

 

 

2.5 EEG and EKG acquisition and analysis 

 

EEG, EKG and EOG signals were recorded continuously throughout the study using the 

BioSemi ActiveTwo system (64 electrodes, extended international 10–20, sampling rate 512 

Hz). External electrodes were placed on the left and right earlobes to use as references upon 

importing the EEG data in the analysis software. EKG and EOG signals were recorded using 

bipolar configurations. For EOG, we used two external electrodes to acquire vertical and 

horizontal eye movements, one on top of the zygomatic bone by the right eye, and one 

between both eyes, on the glabella. For EKG we used two external electrodes in a two-lead 

configuration (Moody & Mark, 1982). Please refer to Hein et al. (2021) for further details on 

the electrophysiology acquisition. 

 

EEG data were preprocessed in the EEGLAB toolbox (Delorme & Makeig, 2004). The 

continuous EEG data were first filtered using a high-pass filter at 0.5 Hz (with a hamming 

windowed sinc finite impulse response filter with order 3380) and notch-filtered at 48–52 Hz 

(filter order 846). Next, independent component analysis (ICA, runICA method) was 

implemented to remove artefacts related to eye blinks, saccades and heartbeats (2.3 

components were removed on average [SEM 0.16]), as detailed in Hein et al. (2021). 

Continuous EEG data were then segmented into epochs centred around the outcome event 



(win, lose, no response) from −200 to 1000 ms. Noisy data epochs defined as exceeding a 

threshold set to ± 100 μV were marked as artefactual (and were excluded during convolution 

modelling, see next section). Further to this, a stricter requirement was placed on the artefact 

rejection process to achieve higher quality time-frequency decomposition, as proposed for the 

gamma band (see Hassler et al., 2011; Keren et al., 2010). Data epochs exceeding an 

additional threshold set to the 75th percentile+1.5⋅IQR (the interquartile range, summed over 

all channels) were marked to be rejected (Carling, 2000; Schwertman et al., 2004; Tukey, 

1977). The two rejection criteria resulted in an average of 22.37 (SEM 2.4) rejected events, 

with a participant minimum of 80% of the total 400 events available for convolution modelling. 

Following preprocessing, EEG continuous data were converted to SPM 12 

(http://www.fil.ion.ucl.ac.uk/spm/ version 7487) downsampled to 256 Hz and time-frequency 

analysis was performed (Litvak et al., 2011).  

 

Preprocessed EEG and behavioural data files are available in the Open Science Framework 

Data Repository: https://osf.io/b4qkp/. All subsequent results shown here are based on these 

data. 

 

2.6 Spectral Analysis 

 

Prior to assessing the effect of HGF predictors on “phasic” changes in the time-frequency 

representations, we determined whether the average spectral power differed between state 

anxiety and control participants during task performance. To achieve this, we extracted the 

standard power spectral density (in mV2/Hz) of the raw data within 1–90 Hz and during task 

blocks TB1 and TB2 (fast Fourier transform, Welch method, Hanning window of 1 s, 75% 

overlap) and converted it into decibels (dB: 10*log10). 

 

Standard time-frequency (TF) representations of the continuous EEG data were estimated by 

convolving the time series with Morlet wavelets. TF spectral power was estimated in the range 

4 to 80 Hz, using a higher number of wavelet cycles for higher frequencies. For alpha (8–12 

Hz) and beta (13–30 Hz) frequency ranges, we sampled the range 8–30 Hz in bins of 2 Hz, 

using 5–cycle wavelets shifted every sampled point (Kilner et al., 2005)—achieving a good 

compromise between high temporal and spectral resolution (Litvak et al., 2011; Ruiz et al., 

2009). Gamma band activity (31–80 Hz) was also sampled in steps of 2 Hz, using 7-cycle 

wavelets.  

 

Following the time-frequency transformation, we modelled the time series using a linear 

convolution model for oscillatory responses (Litvak et al., 2013). This convolution model was 



introduced to adapt the classical general linear model (GLM) approach of fMRI analysis to 

time-frequency data (Litvak et al., 2013). The main advantage of this approach is that it allows 

assessing the modulation of neural oscillatory responses on a trial-by-trial basis by one 

specific explanatory regressor while controlling for the effect of the other regressors included 

in the model. This control is particularly relevant in the case of stimuli or response events with 

variable timing on each trial. Convolution modelling of oscillatory responses has been 

successfully used in EEG (Litvak et al., 2013; Spitzer et al., 2016) and MEG research 

(Auksztulewicz et al., 2017).  

 

In brief, the convolution GLM approach is an adaptation of the classical GLM, which aims to 

explain measured signals (BOLD for fMRI or time-domain EEG signals) across time as a linear 

combination of explanatory variables (regressors) and residual noise (Litvak et al., 2013). In 

convolution modelling for oscillatory responses, the measured signals are the time-frequency 

transformation (power or amplitude) of the continuous time series, denoted by matrix Y in the 

following expression:  

 

Y = X ⋅ β + ε, 

 

Here 𝑌 ∈ ℝt𝑥ƒ is defined over t time bins and f frequencies. These signals are explained by a 

linear combination of n explanatory variables or regressors in matrix 𝑋 ∈ ℝt𝑥n, modulated by 

the regression coefficients β ∈ ℝn𝑥ƒ. The coefficients β must be estimated for each regressor 

and frequency, using ordinary or weighted least squares.  

 

The convolution modelling approach developed by Litvak et al. (2013) redefines this problem 

into the problem of finding time-frequency images Ri for a specific type of event i (e.g. outcome 

or response event type):  

 

Ri = Bβi , 

 

Here, B denotes a family of m basis functions (e.g. sines, cosines) used to create the regressor 

variables X by convolving the basis functions B with k input functions U representing the events 

of interest at their onset latencies, and thus X = UB. The time-frequency response images Ri 

∈ ℝp𝑥ƒ have dimensions p (peri-event interval of interest) and f, and are therefore interpreted 

as deconvolved time-frequency responses to the event types and associated parametric 

regressors. It is the images Ri that are used for subsequent standard group-level statistical 

analysis. For a visual depiction of the convolution modelling of time-frequency responses, see 

Figure 2. 



 

 
Figure 2. Convolution general linear model. Standard continuous time-frequency (TF) 

representations of the EEG signal (Y) were estimated using Morlet wavelets. In GLM, signals Y are 

explained by a linear combination of explanatory variables or regressors in matrix X, modulated by the 

regression coefficients β, and with an added noise term (ε). Our design matrix X in this example included 

the following regressors (columns left to right): Outcome Win, Outcome Lose, Outcome No Response, 

and absolute pwPE on level 2, which were defined over time. Matrix X was specified as the convolution 

of an impulse response function, encoding the presence and value of discrete or parametric events for 

each regressor and time bin, and a Fourier basis function (left inset at the bottom). Solving a convolution 

GLM provides response images (TF estimate in the figure) that are the combination of the basis 

functions and the regression coefficients βi for a particular regressor type i. Thus, convolution GLM 

effectively estimates deconvolved time-frequency responses (TF estimate, rightmost image at the 

bottom) to the event types and associated parametric regressors.  

 

 

In our study, we were particularly interested in assessing parametric effects of computational 

quantities, such as pwPEs and predictions, on the time-frequency representations of the EEG 

data in each electrode. We implemented convolution modelling by adapting code developed 

by Spitzer et al. (2016) freely available at https://github.com/bernspitz/convolution–models–

MEEG. The total spectral power was first converted to amplitude using a square-root 



transformation to conform with the GLM error assumptions (Kiebel et al., 2005; Litvak et al., 

2013). Our trial-wise explanatory variables included discrete regressors coding for stimuli (blue 

image, orange image), responses (right, left, no response), outcome (win, lose, no response) 

and relevant parametric HGF regressors: unsigned HGF model estimates of predictions about 

the tendency towards a stimulus-reward contingency on level 2 (|�̂�2|, hereinafter termed 

‘predictions’) and precision-weighted prediction errors (pwPEs) on that level encoding the 

magnitude of the update in the beliefs about the reward contingency (|ε2|, hereinafter termed 

‘pwPEs’; see Figure 1B). We selected the absolute value of predictions and pwPEs on level 

2 because the sign in these HGF variables is arbitrary: a positive or negative value in pwPEs 

or predictions does not denote a win or a lose trial (see other HGF work using unsigned HGF 

variables as regressors, for instance, Auksztulewicz et al., 2017; Stefanics et al., 2018). The 

absolute values of predictions do, however, represent a prediction about the tendency towards 

a particular stimulus-reward contingency, and thus the greater the value of |�̂�2| the stronger 

the expectation that given the correct stimulus choice a reward will be received.  

 

As in our previous work, pwPE on level 3 (ε3) updating the log-volatility estimates were 

excluded from this analysis due to multicollinearity: high linear correlation between pwPEs and 

ε3 (for further detail, see Hein et al., 2021). Likewise, trial-wise HGF estimates of predictions 

about stimulus outcomes were highly linearly correlated with predictions on the third level 

about volatility �̂�3 (Pearson correlation coefficients ranging from −0.97 to −0.03 across all 42 

participants, mean −0.7). As such, we also excluded �̂�3 from the analysis. (For details on the 

impact of multicollinearity of regressors on GLMs see Mumford et al. [2015] and Vanhove 

[2020]). Another factor informing our decision to choose level 2 over level 3 regressors was 

that, as shown in simulations in Hein et al. (2021), in the winning model ω2 can be estimated 

well, whereas ω3 is not (see also Reed et al., 2020). The chosen HGF pwPE and prediction 

regressors were consistently uncorrelated, below 0.25 in line with previous work using HGF 

quantities as regressors (Auksztulewicz et al., 2017; Iglesias et al., 2013; Vossel et al., 2015).  

Our primary convolution GLM analysis introduced regressor values for pwPEs at the latency 

of the outcome regressor. This allowed us to assess the parametric effect of pwPEs about 

stimulus outcomes on the time-frequency responses in a relevant peri-event time interval. 

Although previous work analysed the effect of pwPEs on neural responses up to 1000 ms, we 

showed in Sporn et al. (2020) that pwPEs during reward-based learning can modulate neural 

oscillatory responses in the beta band up to 1600 ms, and these responses are dissociated 

between anxiety and control groups. The recent studies by Bauer et al. (2014) and Palmer et 

al. (2019) also showed that the latency of PE and pwPE effects on neural activity can extend 

up to 2 seconds. Accordingly, the pwPE convolution model was estimated using a window 



from −200 to 2000 ms relative to the outcome event, and the statistical analysis focused on 

the 100-1600 ms interval (see next section). 

 

Concerning the prediction regressor, we considered different time intervals in which we could 

capture neural oscillatory responses to predictions. This is a challenging task acknowledged 

before (Diaconescu et al., 2017), as the neural representation of predictions likely evolves 

gradually from the outcome on the previous trial to the outcome on the current trial. It is thus 

not expected to be locked to a specific event. This explains why most of the previous work 

using the HGF framework excluded predictions as a regressor for GLM analysis. Here we 

followed Auksztulewicz et al. (2017), who analysed predictions locked to the cue, and Palmer 

et al. (2019), who assessed a wide interval surrounding the movement (response); note that 

in the Palmer et al. (2019) study, the motor response was the last event in each trial (i.e. there 

was no additional response feedback). We thus hypothesised that the neural representation 

of predictions on the reward outcome contingencies could be captured by focusing on two 

complementary windows of analysis: (i) an interval following the stimulus presentation 

(stimulus-locked); (ii) an interval preceding the outcome on the current trial (outcome-locked). 

Unlike the targeted pwPE analysis described above, the analysis of the prediction regressor 

was exploratory as we did not have a strong hypothesis regarding which of both time windows 

would preferentially reflect prediction-related neural modulations.  

 

To assess the stimulus-locked parametric effect of predictions on the time-frequency 

responses, we run a convolution GLM in a time interval from −200 to 2000 ms. For the 

outcome-locked parametric effect of predictions, the convolution GLM was run from −2500 to 

0 ms. This later interval extended to −2500 to allow for the presence of a baseline interval in 

every trial prior to the preceding stimulus—which we used exclusively for within-subject 

analyses (see below). Thus, two separate convolution GLMs were run with the prediction 

regressor modulating neural activity locked to either the stimulus or outcome events. These 

broad windows were further refined in our statistical analysis (see next section). 

 

In all alpha-beta convolution GLM analyses, discrete and parametric regressors were 

convolved with a 12th-order Fourier basis set (24 basis functions, 12 sines and 12 cosines), 

as in Litvak et al. (2013). For convolution models run from −200 to 2000 ms locked to an event 

type, using a 12th-order basis functions set allowed the GLM to resolve modulations in the TF 

responses up to ~ 5.5 Hz (12 cycles / 2.2 seconds; or 183 ms). For the outcome-locked GLM 

run from −2500 to 0 ms, the 12th-order Fourier basis set resolves frequencies up to ~5 Hz. 

Our choice of a 12th order set was compatible with the temporal extent of the pwPE and 

prediction effects on alpha-beta oscillatory activity reported in previous work (200–400 ms-



long effects in Auksztulewicz et al., 2017) up to 2000 ms-long effects in Palmer et al. (2019). 

In the case of gamma oscillations modulating pwPEs, we considered a higher order basis 

function set to allow for potentially faster gamma effects to be resolved. Using a 20th-order 

Fourier basis set on the gamma-band convolution GLM within −200 to 2000 ms enabled 

resolving modulations in the TF responses up to ~ 9 Hz (20 cycles / 2.2 seconds; or 110 ms).   

 

2.7 Statistical analysis 

 

The time-frequency images (in arbitrary units, a.u.) from the convolution model were 

subsequently converted to data structures compatible with the FieldTrip Toolbox for statistical 

analysis (Oostenveld et al., 2011). We used permutation tests with a cluster-based threshold 

correction to control the family-wise error rate (FWER) at level 0.05 (5000 iterations;  Maris & 

Oostenveld, 2007; Oostenveld et al., 2011). These analyses were conducted with spatio-

spectral-temporal data, after averaging the time-frequency responses within each frequency 

band (alpha, beta and gamma ranges). We thus run the cluster-based permutation tests along 

the spatial (64 channels), frequency-band (3) and temporal dimensions (FWER-controlled). 

Importantly, in convolution modelling for oscillatory responses the TF images are usually not 

baseline corrected as in standard TF analyses (no subtraction or division by the average 

baseline level). Instead, the baseline activity is estimated—similarly to the post-event activity—

taking into account the latency variation of different events in the continuous recording (Litvak 

et al., 2013). Thus, TF images are not centred at 0 amplitude during the baseline period.  

 

The statistics approach consisted of investigating separately within and between-group 

effects. The within-group level analysis used dependent-samples two-sided tests and aimed 

to assess whether the neural oscillatory responses to the HGF regressors were larger or 

smaller during a window of interest as compared to a reference (baseline) interval. Next, we 

separately evaluated between-group effects of HGF regressors on oscillatory responses using 

one-sided tests (N = 21 Cont, 21 StA). This allowed us to test our hypothesis of increased 

alpha and beta activity and reduced gamma activity in StA compared to Cont. In the case of 

two-sided tests, the cluster-based test statistic used as threshold the 2.5-th and the 97.5-th 

quantiles of the t-distribution, whereas we used the 95th quantile of the permutation 

distribution as critical value in one-sided tests.  

 

Analysis of the pwPE regressor 

 

At the within-group level, we assessed the changes in time-frequency activity during the 

window of interest relative to a baseline period (given independently below) separately in StA 



and Cont groups (N = 21 each). For the within-group analysis of the pwPE regressor, we 

contrasted the time-frequency images between an interval from 100 to 1600 ms post-outcome 

and a baseline level averaged from −200 to 0 ms, separately in each group. The 100–1600 

ms time window of analysis encompasses the effects from our previous single-trial ERP study 

(Hein et al., 2021) and our work on the modulation of beta oscillatory responses by pwPEs 

during motor learning in state anxiety, which revealed effects between 400–1600 ms (Sporn 

et al., 2020).  Between-group differences in TF representations of pwPE were separately 

assessed. This analysis was also conducted within 100–1600 ms. Overall, we controlled the 

FWER at level 0.05 to deal with the issue of multiple comparisons emerging from the spatial 

(64) x spectral (3) x temporal dimensions. 

 

Analysis of the predictions regressor 

 

Within-group level statistical analysis of the stimulus-locked time-frequency images of the 

prediction regressor focused on the range 100–1000 ms, and relative to an average pre-

stimulus baseline level from −200 to 0 ms. This target window for statistical analysis balanced 

the evidence from previous work (Auksztulewicz et al., 2017; Palmer et al., 2019) and aimed 

to exclude an overlap with the outcome events, which appeared 1000 ms after the response. 

In the current study, participants’ reaction time was 598 ms on average (SEM 130 ms; 

minimum RT was ~300 ms). However, the effects of the response were factored out from the 

prediction-related oscillatory activity by including the response regressor in the convolution 

GLM. This was validated in a control analysis that assessed the effect of the response 

regressor in the same time window, between 100–1000 ms stimulus-locked, to confirm 

independent changes in sensorimotor regions.  

 

Within-group statistical analysis of the outcome-locked effects of predictions was conducted 

in a similar window 100–1000 ms preceding the outcome event (that is, from −1000 to −100 

ms before the outcome). Activation in this interval was contrasted to a baseline level of 200 

ms, from −2300 to −2100 ms. This baseline period was calculated to safely precede stimuli 

presentation across all trials, during which participants were fixating on a central point on the 

monitor. As mentioned above, to confirm independent changes in sensorimotor regions in 

response to the response regressor, we used an identical window in an additional control 

analysis. 

 

The between-group level stimulus-locked analysis of predictions was conducted within 100–

1000 ms. The outcome-locked analysis targeted the interval from −1000 to −100 ms, as 

mentioned above. In all GLM analyses, the FWER was controlled at level 0.05. 



 

3. Results 

 

3.1 Previous results: Biases of state anxiety on processing uncertainty 

 

In Hein et al. (2021) we showed state anxiety (StA) significantly reduced HRV and HF-HRV 

(0.15–0.40 Hz) relative to the control group (Cont, Figure 1C). This outcome suggested that 

our state anxiety manipulation had successfully modulated physiological responses in a 

manner consistent with changes in state anxiety (Friedman, 2007; Fuller, 1992; Klein et al., 

1995; Miu et al., 2009; Pittig et al., 2013). We further showed that state anxiety significantly 

increased the percentage of errors made during reward-based learning when compared to the 

control group (Figure 1D). In parallel to the cardiovascular and behavioural changes induced 

by the anxiety manipulation, by modelling decisions with the HGF, we found that state anxiety 

impaired learning. First, we found significantly reduced estimation uncertainty (σ2) in StA 

relative to Cont (Figure 1E). This bias in StA indicates that new information has a smaller 

impact on the update of beliefs about the tendency towards a stimulus-reward contingency 

(level 2). State anxious individuals also exhibited an underestimation of environmental 

uncertainty when compared with controls (Figure 1F). However, uncertainty on volatility (σ3) 

increased in StA relative to Cont (Figure 1G). StA also had a lower ω2 parameter than control 

participants, which in Hein et al (2021) was associated in a simulation analysis with the 

reduced estimation uncertainty in this group. Other model parameters (ω3, 𝜁) did not differ 

between groups. These HGF model-based results were aligned with the results of our 

separate standard behavioural analysis as mentioned above, demonstrating a significantly 

higher error rate in StA during reward-based learning performance (Figure 1D).  

 

3.2 Time-frequency responses 

 

3.2.1 General modulation of spectral power 

 

The average raw spectral power during task performance did not differ between state anxiety 

and control participants (P > 0.05, cluster-based permutation test; Supplementary Figure 1). 

Thus, the state anxiety manipulation did not significantly modulate the general spectral profile 

of oscillatory activity during task performance, as we showed in a recent study (Sporn et al., 

2020). 

 



3.2.2 Precision-weighted prediction errors about stimulus outcomes 

 

The overall time course of the parametric modulation of alpha (8–12 Hz) and beta (13-30 Hz) 

oscillatory activity by pwPEs about stimulus outcomes is displayed in Figure 3A and Figure 

4A, respectively. On the within-subject level, there was a significant decrease relative to 

baseline in alpha and beta activity in the control group (one negative cluster, P = 0.0002, two-

sided test, FWER-controlled. Effect within 600-1400 ms for alpha, and 400–1120 ms for beta 

activity). No significant clusters were found in the gamma band. The alpha-band effect 

originated in centro-parietal electrodes and later spread across the whole scalp (Figure 3B). 

The beta-band modulation, on the other hand, had a widespread topography and started 

earlier than the alpha-band effect (at 400 ms; Figure 4B). In the StA group, a negative cluster 

was also found, corresponding to a decrease from baseline in alpha and beta activity (P = 

0.0054, two-sided test; 600–1000 ms for alpha, 440–1000 ms for beta). The StA alpha-band 

effect also emerged in centro-parietal electrodes but later shifted to frontocentral electrodes 

(Figure 3C). In the beta range, the negative modulation of oscillatory activity in StA had a right 

frontocentral and left centro-parietal distribution (Figure 4C). 

 

Complementing the within-subject results, between-group statistical analysis across the alpha, 

beta and gamma ranges revealed one significant positive cluster in the beta range (between 

1200–1570 ms, P = 0.027, one-sided test; FWER-controlled). This effect was associated with 

higher beta activity at left sensorimotor and frontocentral electrodes in StA relative to Cont 

(Figure 5AB). The individual average of beta-band activity in the significant cluster is shown 

in Figure 5C. Of note, in StA, a qualitative comparison of the sensorimotor and frontocentral 

beta activity associated with the significant cluster of the between-group statistical analysis 

revealed a greater activity increase in the sensorimotor than in the frontocentral electrode 

region (Figure 5D). In the control group, the beta response to pwPE decreased in both 

electrode regions, but the reduction was more pronounced in frontocentral electrodes (Figure 

5E). There were no additional significant clusters associated with between-group differences 

in the alpha or gamma ranges (see illustration of gamma responses to pwPE in 

Supplementary Figure 2).  

 

 

 

 



 
Figure 3 Alpha activity is modulated by precision-weighted prediction errors about stimulus 

outcomes: within-group effects. A) Time course of the average alpha response (8–12 Hz) to pwPEs 

in each group (Controls, black; StA, pink), given in arbitrary units (a.u). The time intervals correspond 

to the dependent-samples significant clusters (B, C) in each group, and are denoted by horizontal bars 

on the x-axis. B) Within-group effect of the pwPE2 regressor modulating alpha oscillations relative to 

baseline in the Cont group (one negative cluster within 600–1400 ms, P = 0.0002). Left: The topographic 

distribution of this effect starts in posterior centroparietal regions and expands across widespread frontal 

and central regions. Right: Time-frequency images for pwPE on level 2, averaged across the cluster 

electrodes. The black dashed line marks the onset of the outcome, and black squares indicate the time-

frequency range of the significant cluster. C) Same as (B) but in the StA group. We found a significant 

negative cluster also in the alpha and beta-band ranges. The alpha-band effect was found between 

600–1000 ms (P = 0.0054), starting in posterior central electrodes and spreading to frontocentral 



electrodes later. Dashed and continuous black lines denote outcome onset and the extension of the 

significant cluster in the time-frequency range, as in (B).  

 

 

 

Figure 4 Beta activity is modulated by precision-weighted prediction errors about stimulus 

outcomes: within-group effects. A) Time course of the average beta response (12–30 Hz) to pwPEs 

in each group (Controls, black; StA, pink), given in arbitrary units [a.u.]). The time intervals 

corresponding to the dependent-samples significant clusters (B, C) in each group are denoted by 

horizontal bars on the x-axis. B) In Cont participants, beta-band oscillations were significantly 

modulated relative to a baseline level in one negative cluster spanning  400–1120 ms (P = 0.0002, 

FWER-controlled due to multiple comparisons arising from testing across space x frequency-band x 



time dimensions) Left: The topographic distribution of the beta-band effect is widespread across the 

entire scalp. Right: Time-frequency images for pwPE on level 2, averaged across the significant cluster 

electrodes. The black dashed line marks the onset of the outcome, and black squares indicate the time-

frequency range of the significant cluster. C) Same as (B) but in the StA group. As reported in Figure 3, 

we found a significant negative cluster across the alpha and beta band, with a latency of 440–1000 ms 

for beta activity (P = 0.0054, FWER-controlled). The beta modulation started in posterior central 

electrodes and later spread to frontocentral electrodes. Dashed and continuous black lines denote 

outcome onset and the extension of the significant cluster in the time-frequency range, as in (B).  

 

 

 

 

 



 
 

Figure 5. Between-group effects of pwPEs on beta oscillatory activity. A-B) Between-group 

differences in the oscillatory activity (alpha 8–12 Hz, beta 13–30 Hz, and gamma 31–90 Hz) 

modulations by pwPEs about stimulus outcomes were found exclusively in the beta band (one 

significant positive cluster between 1200–1570 ms; P = 0.0270, FWER-controlled). A) The topography 

of this effect evolved in time from a left sensorimotor distribution to a B) frontocentral electrode 

distribution. The time-frequency images on the right panels are averaged across the electrode selection 

on the left topographic panels and are given in arbitrary units (a. u.). Note that there was one single 

significant cluster between 1200–1570 ms, represented by the solid black rectangle in each TFR plot. 



The dashed black line ‘O’ represents the time of the outcome. C) The average beta response (a. u.) to 

pwPE for individuals in each group (StA, pink; Cont, Black) in the significant positive cluster. The 

modulation of time-frequency responses to pwPEs in beta is displayed separately in D) sensorimotor 

and E) frontal electrodes pertaining to the significant positive cluster. Pink bars represent results in the 

state anxiety group (StA), whereas the control group (Cont) is denoted by black bars. Black “error” bars 

indicate the standard error of the mean (SEM).  

 

 

Because the within-subject and between-group modulation of TF images by the pwPE 

regressor were limited to the alpha and beta frequency ranges, we performed an additional 

control analysis to determine the separate effect of the precision weight (σ2) and PE (abs[δ1]) 

regressors. Of note, the absolute value of PEs (abs[δ1])  is often termed surprise (see e.g. de 

Berker et al., 2016). Like for pwPE about stimulus outcomes, the sign in δ1 is not informative 

and thus a sensible choice is to use the unsigned values (de Berker et al., 2016; Auksztulewicz 

et al., 2017; Stefanics et al., 2018). This control analysis could determine whether the alpha 

and beta pwPE effects primarily stem from precision weights modulating lower frequency 

activity, or rather from a modulation by the surprise experienced by the participants. Moreover, 

similarly to PEs, surprise about inputs has been shown to correlate with gamma oscillations 

(Bauer et al., 2014). Thus, the analysis of the abs[δ1] regressor could identify gamma 

modulation effects that may not be observable in the pwPE analysis. This convolution GLM 

model included both continuous regressors σ2 and abs(δ1) as well as the discrete regressors 

coding for outcomes.  

 

At the between-subject level, we observed a significant increase in beta-band oscillatory 

responses to surprise about stimulus outcome in the StA group relative to Cont (one positive 

cluster within 1380–1600 ms, P = 0.01, one-sided test, FWER-controlled). This effect was 

distributed across frontocentral and left sensorimotor electrodes (Figure 6), similarly to the 

pwPE effects. There was no significant difference between groups in alpha or gamma-band 

modulation by surprise. Within-subject effects also demonstrated that the absolute PE 

regressor alone modulated alpha and beta oscillatory activity in each group separately (see 

details in Supplementary Results and Supplementary Figures 3 and 4).  

 

 



 

 

Figure 6. Between-group effects of surprise (absolute PEs) on beta oscillatory activity. The time-

frequency images representing modulation by the absolute value of PE about stimulus outcomes 

(abs[δ1]) were estimated in a control convolution GLM using continuous (abs[δ1], σ2) and discrete 

regressors coding for outcome events (win, lose, no response). A-B) Between-group differences in beta 

oscillatory activity (13–30 Hz) modulations by surprise about stimulus outcomes (one significant positive 

cluster between 1380–1600 ms; P = 0.01, FWER-controlled). A) This effect was topographically 

distributed across frontocentral and left sensorimotor electrodes. The right panel shows the average TF 

image in the electrodes pertaining to the significant cluster, shown in the left topographic panel. TF 

images are presented in arbitrary units (a. u.). The solid black rectangle denotes the range spanned by 

the significant cluster; the dashed black line ‘O’ represents the time of the outcome. B) The average 

beta response (a. u.) to surprise in each group (StA, pink; Cont, Black) within the frontocentral positive 

cluster. Pink bars represent results in the state anxiety group (StA), whereas the control group (Cont) 

is denoted by black bars. Black “error” bars indicate the standard error of the mean (SEM) C) The 

average beta response to surprise for individuals in each group (StA, pink; Cont, Black) in the 

frontocentral positive cluster. 

 

 

Using the precision weights term (σ2) as a regressor,  the comparison between groups 

demonstrated a positive significant cluster exclusively in the alpha frequency range (within 



1200–1600 ms, P = 0.01, FWER-controlled). The positive cluster was associated with higher 

alpha activity primarily at central electrodes but also at fronto-central and temporal 

electrodes in StA relative to Cont (Figure 7). At the within-subject level we only observed 

that in Cont participants there was a negative change in alpha activity to the precision weight 

regressor (one negative cluster within 1270–1530 ms; P = 0.024 FWER-controlled, see 

Supplementary Figure 5). 

 

 

 

Figure 7. Between-group effects of precision weights on beta oscillatory activity. A-B) Between-

group differences in alpha oscillatory responses (8–12 Hz) modulated by precision weights (σ2; one 

significant positive cluster between 1170–1600 ms; P = 0.01, FWER-controlled). A) In the topographic 

map this effect can be seen over central, fronto-central and temporal electrodes. The right panel 

displays the time-frequency responses in the significant cluster, after averaging the TF images across 

the central/fronto-central electrodes in the cluster. The TF image is given in arbitrary units (a. u.). The 

solid black rectangle shows the significant cluster, while the dashed black line ‘O’ represents the time 

of the outcome. B) The average beta response (a. u.) to precision weights in each group (StA, pink; 

Cont, Black) within the central/fronto-central positive effect. State anxiety group (StA, pink); Control 

group (Cont, black). Black “error” bars indicate the standard error of the mean (SEM) C) The average 



beta response to precision weights for individuals in each group (StA, pink; Cont, Black) in the 

central/fronto-central positive cluster. 

 

 

Lastly, to exclude the possibility that our high-pass filter settings (0.5 Hz) explained the lack of 

significant modulation effects in the gamma band, we reanalysed the data in four 

representative participants after applying a 0.1 Hz high-pass filter during pre-processing. This 

analysis was motivated by studies showing that higher cutoff frequencies for high-pass filters 

can impact the signal-to-noise ratio (SNR) in general and gamma activity in particular (Bénar 

et al., 2010; Jas et al., 2018). In brief, using a 0.1 Hz cutoff as opposed to our choice of 0.5 

Hz for high-pass filtering did not reveal any prominent gamma modulation by pwPE or 

surprise/PE regressors (Supplementary Figures 6–7), and did not substantially affect the 

general SNR level in the power spectral density (Supplementary Figures 8).  

 

3.2.3 Predictions about the stimulus-reward contingency 

 

Stimulus-locked 

 

When assessing within-group level modulations in oscillatory activity by the prediction 

regressor, there were no significant effects, neither in the Cont or StA group (P > 0.05, FWER-

controlled). Between-group statistical analysis revealed that predictions about the tendency 

towards a certain stimulus-reward contingency are associated with significantly higher levels 

of beta activity in StA than in Cont across frontocentral and parietal electrodes (one positive 

cluster in the beta band only, from 200 to 640 ms, P = 0.04, one-sided test, FWER-controlled; 

Figure 8AB). There were no additional significant clusters extending to the alpha range. 

The between-group effect of predictions on beta activity was not confounded by any 

concomitant effect of motor responses on the neural oscillatory responses, as we had included 

a response regressor in this analysis. A control analysis on this between-group effect of the 

response regressor on beta activity showed no significant difference between the two groups 

(see Supplementary Figure 9A). 

 

Outcome-locked 
 

 
Figure 8C displays the time course of the parametric effects of predictions on outcome-locked 

beta activity. State anxious participants exhibited a significant increase from baseline in beta 

oscillatory activity (one significant positive cluster from −1000 to −468 ms, P = 0.0106, two-

sided test, FWER-controlled). This effect peaked at central parietal and left frontocentral 



electrodes (see Figure 8D). There were no significant changes from baseline in alpha or beta 

oscillatory activity for the control group participants. Neither did we find significant between-

group differences in outcome-locked alpha or beta activity. Like in our stimulus-locked results, 

the significant outcome-locked increase from baseline in beta oscillatory activity in the StA 

group was not confounded by motor modulation, as this was included as a separate regressor 

in the convolution model. A control analysis of the effect of the response regressor on beta 

activity yielded non-significant changes from baseline in StA (Supplementary Figure 9B).  

 

 

  



 
 

Figure 8. Stimulus-locked and outcome-locked modulation of beta activity by predictions about 

the reward tendency. A) Average time course of stimulus-locked beta activity modulated by predictions 

about the tendency towards a stimulus-reward contingency in Cont (black) and StA (pink). Modulation 

of time-frequency images by a regressor is dimensionless, and thus given in arbitrary units (a.u). B) In 

the leftmost column is the average beta activity (a. u.) in the cluster to pwPE for individuals in each 

group (StA, pink; Cont, Black). An independent-samples test on beta activity revealed a significant 

increase in StA relative to Cont from 200 to 640 ms across parietal and frontocentral electrodes (one 

significant positive cluster, P = 0.04, FWER-controlled). C) Outcome-locked modulation of beta activity 

by predictions about the reward tendency. Average time course in a.u. of outcome-locked beta activity 

reflecting modulation by predictions in Cont (black) and StA (pink). The significant within-group effect 

in StA is shown by the pink horizontal bar on the x-axis. D) Within-group statistical analysis with 

dependent-samples cluster-based permutation tests revealed one positive cluster in the state anxious 

group ([−1000, −468] ms, P = 0.0106, two-sided test, FWER-controlled), reflecting increased beta 

activity in centroparietal and left frontal electrodes during processing predictions. Solid black lines 



represent the time and frequency of the significant cluster. Dashed black lines represent the average 

time of the stimuli presentation ‘S’, participant’s response ‘R’ and the outcome ‘O’.  



4. Discussion 

This study investigated how anxiety states modulate the oscillatory correlates of predictions 

and prediction errors during the learning of stimulus-reward associations in a volatile 

environment. The analysis focused on low-level predictions about the tendency of stimulus-

outcome contingencies and prediction errors about stimulus outcomes. Because in generative 

models of the external world precision weights regulate the influence that PEs have on 

updating predictions (Feldman & Friston, 2010; Friston, 2010), we assessed the neural 

oscillatory responses to precision-weighted PEs (pwPEs), similarly to Auksztulewicz et al. 

(2017). We tested this by re-analysing data from our previous study, which investigated 

Bayesian predictive coding (PC) in state anxiety (Hein et al., 2021). That study showed that 

anxious individuals overestimate how precise their belief about the stimulus-reward 

contingency is, attenuating pwPEs on that level and decreasing learning. In the current study, 

trial-wise model estimates of predictions and pwPEs were used as parametric regressors in a 

convolution model to explain modulations in the amplitude of oscillatory EEG activity (Litvak 

et al., 2013).  

 

Consistent with our hypotheses, we found that state anxiety alters the spectral correlates of 

pwPE and prediction signalling. While pwPEs did not significantly modulate gamma activity as 

a function of anxiety, they enhanced the amplitude of beta oscillations in state anxiety relative 

to control participants. This outcome is aligned with our recent findings in temporary anxiety 

during reward-based motor learning (Sporn et al., 2020). Below we discuss whether this result 

can be reconciled with hypotheses from generalised PC (Brown & Friston, 2013; Feldman and 

Friston, 2010) in which attention modulates precision weights on PEs through changes in 

synaptic gains and lower frequency oscillations (Bauer et al., 2014; Sedley et al., 2016). Our 

exploratory analysis of the neural representation of predictions suggested that anxiety states 

enhance beta oscillations during the generation of predictions about the stimulus-reward 

contingency. This finding should be taken with care as a between-group difference was 

observed exclusively in the stimulus-locked analysis, not in the outcome-locked analysis. If 

validated in future work, this outcome could be an indication that state anxious individuals 

exhibit a stronger reliance on prior beliefs (Bauer et al., 2014; Sedley et al., 2016), down 

weighting the role of PEs in updating predictions and suppressing gamma responses (Bauer 

et al., 2014). Overall, our results extend computational work on maladaptive learning in 

anxiety, suggesting that altered beta frequency oscillations may explain impeded reward-

based learning in anxiety, particularly in volatile environments (Browning et al., 2015; Piray, 

Ly, et al., 2019; Pulcu & Browning, 2019). 

 



 

Oscillatory correlates of precision-weighted prediction errors in state anxiety 

In Hein et al. (2021), a 3-level HGF model best explained learning behaviour. Key findings 

were that state anxiety decreased the overall learning rate and led to an underestimation of 

environmental uncertainty and estimation uncertainty about the tendency towards a stimulus-

reward contingency. As lower estimation uncertainty (greater precision) drove smaller pwPEs 

on that level, decreasing learning rates, here we predicted lower gamma activity during 

processing pwPEs in the state anxiety group. Given that both enhanced gamma and 

suppressed beta (and alpha) activity have been associated with pwPE during perceptual 

learning (Auksztulewicz et al., 2017) and with processing unexpected stimuli (Bastos et al., 

2020), we also hypothesised concurrent higher alpha and beta modulation in state anxiety 

during pwPE signalling. More generally, gamma oscillations are anticorrelated with beta (and 

alpha) oscillations across the cortex, as shown for sensorimotor processing and working 

memory (Hoogenboom et al., 2006; Lundqvist et al., 2016, 2018, 2020; Miller et al., 2018; 

Potes et al., 2014). 

Our results provide novel insight into how rhythm-based formulations of (Bayesian) PC—

initially proposed for sensory processing—can be extended to learning about changing 

stimulus-reward associations. Our findings show that unsigned pwPEs about stimulus 

outcomes decreased alpha and beta activity 400–1000 ms post-outcome, separately in each 

group, suggesting that attenuation of lower frequency responses is associated with processing 

pwPEs independently of anxiety. Similar findings were observed when analysing separately 

the unsigned PEs about stimulus outcome—representing the surprise experienced by the 

participants—and after controlling for the concomitant effect of precision weights on the update 

of beliefs. Subsequently, during 1200–1570 ms, state anxiety relative to controls increased 

beta responses to pwPEs (and similarly for surprise) in sensorimotor and frontocentral 

electrode regions. This effect is closely aligned with the effects of state anxiety on beta activity 

(power and burst events) during processing pwPEs in reward-based motor learning (Sporn et 

al., 2020). Reduced alpha-beta activity was linked to pwPEs in Auksztulewicz et al. (2017). In 

addition, beta oscillations have also been previously shown to be involved in updating the 

content of sensory predictions in auditory processing and visuomotor learning paradigms 

(Sedley et al., 2016; Tan et al., 2016). This is also in line with our results, as the update steps 

of beliefs about the tendency of the stimulus-outcome contingency in the HGF are a function 

of the pwPEs on level 2. Accordingly, the increased beta activity in anxiety during the encoding 

of pwPEs could reflect smaller updates to predictions, explaining poorer learning in this group. 

The frontal and sensorimotor distribution of the beta effects, however, should be validated in 



future work combining EEG/MEG with individual MRI scans to conduct convolution modelling 

in the individual source space.  

While recent studies observed an attenuation of low frequency activity during encoding 

PEs/pwPEs in perceptual tasks, this effect was paralleled by increased gamma oscillatory 

activity (Auksztulewicz et al. 2017; Bastos et al., 2020)—in line with PC hypotheses. We failed 

to find any effects of pwPEs or unsigned PEs (surprise) on gamma activity, limiting the 

interpretation of the results. We outline below different accounts that could partially explain 

the lack of gamma-band effects in this study.  

Hierarchical models of sensory information message-passing propose that suppression of 

PEs conveyed by gamma oscillations can occur through two main mechanisms: (1) the 

inhibitory effects of top-down predictions, and (2) postsynaptic gain regulation (Bauer et al., 

2014; Brown & Friston, 2013; Larkum et al., 2004). Both mechanisms could partly account for 

our findings, yet not exclusively. On the one hand, the greater beta activity associated with 

predictions in state anxiety would convey inhibitory input to superficial pyramidal neurons 

encoding PEs, decreasing gamma (Bastos et al., 2012; Sedley et al., 2016). On the other 

hand, the estimation uncertainty σ2 is the term modulating PEs about stimulus outcomes: ε2 = 

σ2 δ2 (Eq. 2). Accordingly, the lower σ2 in state anxiety would attenuate pwPEs, while the 

putative associated gamma activity would decline.   

 

Mechanistically, precision is thought encoded via postsynaptic gain, modulated by 

neurotransmitters and attentional processes (Bauer et al., 2014; Feldman & Friston, 2010; 

Friston & Kiebel, 2009a; Moran et al., 2013). Empirical investigations of sensory PEs implicate 

alpha and beta oscillations in the encoding of the precision of predictions about upcoming 

sensory input (Bauer et al., 2014; Palmer et al., 2019; Sedley et al., 2016). Because we 

investigated biases in learning about stimulus-reward contingencies in anxiety, the relevant 

precision term in our computational model was π2 (1/σ2): the precision of the posterior belief 

about the tendency towards a stimulus-reward contingency. Increased precision π2, or 

reduced estimation uncertainty σ2, as we observed in state anxiety, was associated in our 

control GLM analysis with increases in alpha activity. One possible interpretation of our results 

is that the enhanced alpha modulation by σ2 in StA could decrease synaptic gain, as proposed 

for attentional alpha (Bauer et al., 2014), thereby dampening the transmission of prediction 

errors about stimulus outcomes and the associated gamma oscillations. 

 



Importantly, however, our results do not show that state anxiety attenuates gamma oscillatory 

activity during encoding pwPE or surprise (absolute PEs). Rather, our analysis suggests that,  

in our paradigm, even in a normative population such as our control group, encoding pwPEs 

and surprise about stimulus outcomes is not associated with gamma modulation. This 

outcome was unexpected as growing evidence indicates that cortical gamma activity is 

modulated by reward information in different domains beyond perception. Earlier work 

demonstrated a prominent gamma-band coupling between the frontal cortex and striatum in 

rats during reward processing and under pharmacological manipulation of dopamine (Berke, 

2009). More recently, optogenetic stimulation of dopamine neurons in the rodent ventral 

tegmental area was shown to increase gamma activity in the medial prefrontal cortex (mPFC, 

Lohani et al., 2019). The effects were larger on sustained relative to phasic gamma and 

therefore it remains unclear whether dopamine in the PFC can provide transient teaching 

signals about stimulus-outcome contingencies (Ellwood et al., 2017). Yet a recent study in 

humans demonstrated a role of dmPFC gamma oscillations in the encoding of unsigned 

reward prediction errors during an exploration-exploitation dilemma (Domenech et al., 2020). 

Using invasive local field potential (LFP) recordings across the dmPFC and ventromedial PFC, 

this latter study provided compelling evidence that the rhythm-based PC mechanism proposed 

for sensory processing can account for decision making during exploration-exploitation 

behaviour. Because the pwPE and surprise regressors in our model are not directly coding 

reward PEs, it is possible that the lack of gamma effects in our study is due to our choice of 

experimental task and modelling approach. On the other hand, the reduced sensitivity of EEG 

(unlike invasive LFPs) to gamma oscillations may also account for the lack of  gamma activity 

correlates of pwPEs during reward-based learning in our study. Using invasive LFP recordings 

in humans, when available, could be particularly relevant in future work to inform an extension 

of rhythm-based proposals of Bayesian PC to more general learning contexts. 

 

More generally, EEG/MEG studies consistently show that frontocentral beta oscillations are 

modulated by positive reward feedback or predicting cues (Bunzeck et al., 2011; Cunillera et 

al., 2012; Marco-Pallares et al., 2008). The effects seem to stem from cortical structures linked 

to the reward-related fronto-subcortical network, such as the PFC (HajiHosseini et al., 2012; 

Mas-Herrero et al., 2015; O’Doherty, 2004). These studies, however, did not directly model 

the update of predictions about the stimulus-reward contingency via PEs. Beyond the 

Bayesian PC interpretations, a common view is that reduced beta activity in the prefrontal, 

somatosensory, and sensorimotor territories facilitates the encoding of relevant information to 

shape ongoing task performance (Engel & Fries, 2010; Schmidt et al., 2019; Shin et al., 2017). 

Accordingly, state anxiety could be more broadly associated with disrupting processing of 

relevant information through changes in beta oscillations, in line with some of the evidence on 



EEG markers of social anxiety disorders (Al-Ezzi et al., 2020) and subclinical state anxiety 

(Sporn et al., 2020). This can also account for the lack of anxiety-related effects on the 

modulation of EEG signals in the time domain in our previous work (Hein et al., 2021). In that 

study we observed that pwPEs about the stimulus tendencies modulated the event-related 

potentials (ERP)  exclusively in the control group during ~400-600 ms. This effect had a similar 

latency and topography to the P300-ERP components that had been associated with Bayesian 

surprise or precision in previous computational studies using EEG (Kolossa et al., 2015 ; Mars 

et al., 2008; Ostwald et al.,2012). Although not directly comparable, given that the amplitude 

of the P300 decreases with increased beta power (Enriquez-Geppert & Barceló, 2018; Polich, 

2007), it is possible that the abnormally enhanced amplitude of beta oscillations in state 

anxiety during encoding pwPE may be paralleled by a reduced pwPE-ERP amplitude, 

explaining the null results in Hein et al. (2021). Overall, the current results suggest beta 

oscillations as a candidate marker of biased learning and attenuated belief updating in state 

anxiety and, as such, could be used as an intervention target in non-invasive brain stimulation, 

neurofeedback or pharmacological studies. 

 

Biased predictions in state anxiety are associated with enhanced beta oscillations 

 

Capturing neural modulations by predictions is challenging (Diaconescu et al., 2017). The 

neural representation of predictions could develop anywhere between the previous and 

current trial’s outcome. To address this, we separately analysed oscillatory correlates of 

predictions about the tendency towards a certain stimulus-reward contingency, both post-

stimulus and pre-outcome. Between-group effects were obtained exclusively in the stimulus-

locked analysis, corresponding with an increase in beta activity between 200–640 ms in the 

StA relative to the control group, with a widespread topography. This effect was paralleled by 

a significant beta activity increase in the state anxiety group, yet exclusively in the outcome-

locked representation, from −1000 to −500 ms prior to the outcome. The topography of this 

effect extended across central, parietal, and frontal electrode regions. Our analysis focusing 

on two different yet dependent windows was exploratory; we did not have a strong hypothesis 

concerning which time interval would be best suited to assess the effect of anxiety on neural 

oscillatory correlates of predictions, given the gradual modulation of predictions argued before 

(Diaconescu, Litvak, et al., 2017). The results are, accordingly, interesting yet preliminary and 

require validation in future work. Previous work associated alpha and beta oscillatory power 

to encoding predictions—potentially down-modulating precision weights (Auksztulewicz et al., 

2017; Bauer et al., 2014; Sedley et al., 2016). Extant work, however, focused on sensory 

predictions and healthy control participants, which leaves open the question of how aberrant 

affective states may interact with oscillatory correlates of prediction signals. In our study, 



interpretation of results in healthy controls is limited given the lack of a significant modulation 

by prediction in this group.  

 

Further investigation is needed to identify the oscillatory responses to prediction and PE 

signalling in healthy controls, opening up rhythm-based accounts of Bayesian PC to learning 

stimulus-reward contingencies in volatile environments. Above all, our findings extend recent 

computational work on learning difficulties in anxiety (Browning et al., 2015; de Visser et al., 

2010; Huang et al., 2017; Lamba et al., 2020; Miu et al., 2008; Piray, Ly, et al., 2019). We 

propose amplified beta oscillations as one neurophysiological marker associated with 

impaired reward-based learning and attenuated belief updating in state anxiety. 

 

  



5. Supplementary Materials 

Table of priors 

Supplementary Table 1 provides the prior values of the free and fixed parameters in the 

winning model (3-level HGF) from Hein et al. (2021). In that study, we chose to estimate the 

parameters ω2, ω3, and ζ as in previous work (de Berker et al. 2016). Following also de Berker 

et al (2016), we chose to fix the coupling constant κ, the initial mean values of the belief 

trajectories and their initial variances:  μ2
(0), μ3

(0), σ2
(0) , σ3

(0) .  

 

Prior Mean Variance 

κ 1 0 

ω2 -4 16 

ω3 -7 16 

μ2
(0) 0 0 

σ2
(0) 0.1 0 

μ3
(0) 1 0 

σ3
(0) 1 0 

ζ  48 

 

1 

Supplementary Table 1. HGF perceptual parameter priors and initial values of the beliefs of the 

winning 3-level HGF model (see Hein et al., 2021). Means for the prior values of beliefs μ(0) and 

variances σ(0) (provided in the space in which parameters are estimated). The table presents the 

perceptual parameters κ (coupling parameter) and ω2,  ω3 (tonic volatility estimates on levels 2 and 3), 

and the response model parameter ζ. In Hein et al. (2021), σ2
(0), σ3

(0), and ζ  were estimated in the log 

space, while μ2
(0), μ3

(0) and κ are estimated in the logit-space. 

 



The prior values on these parameters were partially based on previous work. For instance, de 

Berker et al. (2016) used a prior variance on ω2 and ω3 of 16, as we did. The prior mean value 

on ω2 was taken from Iglesias et al. (2013), and equal to −4. In that study, however, the 

winning model did not have a volatility level and therefore the study does not have ω3 as a 

free parameter.  We chose a prior mean value on ω3  = −7  (lower than the default on the HGF 

toolbox) because higher values did not provide plausible (i.e., properly regularized, reasonably 

smooth) belief trajectories. After discussing with Christoph Mathys, he suggested we reduce  

ω3  until we obtain plausible belief trajectories (i.e. not jumpy trajectories).  This suggestion is 

also included in the HGF toolbox scripts.  

 

Concerning the decision noise parameter, ζ,  de Berker et al (2016) did not report the prior 

value they used, so we followed Diaconescu et al. (2014).  

 

Regarding fixed parameters, following de Berker et al. (2016), we set the starting values of 

the belief trajectories (mean [ variance]) to μ3
(0) = 1(0) and μ2

(0) = 0 (0).  We also fixed the 

coupling parameter κ to 1 (0). The initial uncertainties of these beliefs (σ2
(0) = 0.1 [0] and σ3

(0) 

= 1 [0]) corresponded to the default settings of the toolbox, and we verified that small changes 

in these values (as in de Berker et al., 2016) had a negligible impact on the estimated belief 

trajectories.  

 

 

  



Supplementary Results 

 

Control convolution GLM analysis 

A control convolution model for oscillatory responses was conducted to assess the separate 

effect of σ2  and abs(δ1)  regressors on the oscillatory activity. In this model, both continuous 

regressors σ2 and abs(δ1) as well as the discrete regressors coding for outcomes were 

included. The absolute value of PEs is usually termed surprise (e.g. de Berker et al., 2016). 

Within-subject effects to surprise (absolute PE) about stimulus outcomes: In both groups of 

participants we found that the surprise regressor significantly modulated the alpha oscillatory 

responses in the post-outcome interval relative to a reference (baseline) level (Cont: one 

positive cluster, P = 0.01 within 100–370 ms; StA: one positive cluster, P = 0.03 within 150–

440 ms post-outcome, FWER-controlled, see Supplementary Figure 3). For both groups, this 

increase in alpha activity had a frontocentral distribution. In addition, beta activity was 

significantly modulated by PE regressor also in each group separately (one negative cluster 

in each group, P = 0.001, FWER-controlled, see Supplementary Figure 4). In control 

participants,  the reduction in alpha activity was observed within 380–1140 ms and had a 

posterior centroparietal distribution. In StA, alpha TF responses dropped within 460–1000 ms 

and spread across centroparietal and right frontal electrodes 

Within-subject effects to precision weights σ2: There was a significant negative modulation of 

alpha oscillatory responses by the precision weights regressor in the Cont group relative to 

baseline interval (one negative cluster within 1270–1530 ms; P = 0.024, FWER-controlled, 

see Supplementary Figure 5). This cluster consisted of frontocentral and parieto-central 

electrodes. No further effects of this regressor were found in the beta or gamma band for 

control participants, or in any frequency range for the StA group.  

 

 

  



Supplementary Figures 

 

 

Supplementary Figure 1. Grand-average of the raw spectral power during task performance. The 

raw power spectral density during task performance was converted into decibels (dB: 10*log10), and 

grand-averaged separately in state anxious (pink) and control (black) participants. Shaded areas denote 

the standard error of the mean (SEM). There was no significant difference in raw power between groups 

(P > 0.05, cluster-based permutation test). 

 

  



 

Supplementary Figure 2. Gamma activity modulated by precision-weighted prediction errors 

updating belief estimates about the stimulus-reward contingency. A) The average gamma 

response (31–80 Hz) in arbitrary units (a.u.) to pwPEs on level 2 (|ε2|) in each group (Controls, black; 

StA, pink), with time in seconds (s) on the x-axis. B) The correlates of pwPEs |ε2| in gamma activity in 

the Cont group. The left topographic distribution shows activity between 100–1600 ms; the right time 

frequency image is for |ε2| in gamma activity in all electrodes presented 0–2 s from the outcome (black 

dashed line, ‘O’). C) StA topographic representation of |ε2| in gamma activity (left), with the time 

frequency image (right) between 0–2 s (outcome given by the black dashed line, ‘O’).   



 

Supplementary Figure 3. Within-group effects in alpha oscillatory activity modulated by surprise 

(absolute PEs) about stimulus outcomes. A) The time course of the average oscillatory response 

(8–12 Hz) to absolute PEs about stimulus outcomes (abs[δ1]) in each group (StA, pink; Cont, black), 

given in arbitrary units (a.u.). The time range of the significant clusters in each group are denoted by 

the horizontal bars on the x-axis in their respective colours. B) In the Cont group the alpha activity was 

significantly modulated by the abs[δ1] regressor (one positive cluster spanning 100–370 ms relative to 

baseline; P = 0.01, FWER-controlled). The left panel displays the topographic distribution of this effect 

in arbitrary units (a.u.), which spread primarily over frontocentral electrodes (denoted by the black dots). 

On the right is the time-frequency image (a.u.) for the cluster averaged across the electrodes pertaining 

to the cluster (the outcome latency is marked by the black dashed line; the black square denotes the 

significant cluster). C) Follows the same format as (B) but showing the within-group effect in the StA 

group. We found a significant positive difference from baseline level in alpha activity between 150–440 

ms (P = 0.03, FWER-controlled) in frontocentral electrodes. 



 

Supplementary Figure 4. Within-group effects in beta oscillatory activity modulated by the 

absolute value of prediction errors (surprise) about stimulus outcomes. A) Time course in 

arbitrary units (a.u.) of the average oscillatory response between 13–30 Hz by the absolute PE 

regressor (abs[δ1]) in each group (Cont, black; StA, pink). The latency of the dependent-samples 

significant cluster obtained for each group is denoted by a horizontal bar on the x-axis in the respective 

colour. Dashed black lines mark the onset of the outcome (‘O’). B) In Cont participants, beta-band 

oscillations were significantly within 380–1140 ms post-stimulus, relative to a baseline level (one 

negative cluster, P = 0.001, FWER-controlled).  Left: Topographic distribution of this effect, which 

spread across posterior centroparietal electrodes. Right: Time-frequency image for absolute PEs about 

the stimulus outcomes averaged across the cluster electrodes (dashed black lines mark the onset of 

the outcome; the black square denotes the significant cluster). C) Similar to (B) but presenting the 

within-group effect of abs[δ1] on beta activity in the StA group. We observed a significant drop in beta 

activity between 460–1000 ms relative to baseline (one negative cluster, P = 0.001, FWER-controlled), 

with a centroparietal and right frontal distribution. 

 

  



 

Supplementary Figure 5. Within-subject effects on the modulation of alpha (8–12 Hz) activity by 

precision weights. A) Time course in arbitrary units (a.u.) of the average alpha response (8–12 Hz) to 

precision weights (σ2) on level 2 in each group (Controls, black; StA, pink). The x-axis displays the time 

interval of the dependent-samples significant cluster found in the Cont group only (black horizontal line). 

B) Αlpha activity was significantly negatively modulated by the precision weight regressor at the within-

group level in the Cont group (one significant cluster relative to baseline within 1270–1530 ms, P = 

0.024, FWER-controlled). On the left is the topographic distribution of this effect, in frontocentral and 

parieto-central electrodes. On the right is a time-frequency image for the precision weight regressor, 

averaged across the cluster electrodes. The black dashed line provides the onset of the outcome, and 

the black square shows the time-frequency range of the significant cluster. C) Follows the same format 

as (B), however we did not observe a significant difference in alpha oscillations from baseline in the StA 

group. We present the topographic distribution of activity in 1150–1700 ms to show the observed 

increase in alpha oscillations at a similar time interval to the Cont group. We also provide on the right 

the time-frequency response image for StA alpha activity from the precision weight regressor in all 

electrodes.  



 

Supplementary Figure 6. Influence of the high-pass filter cutoff on the time frequency images 

representing modulation by the pwPE regressor.  The TF images ( arbitrary units, a.u.) are displayed 

in four representative participants after using a 0.1 Hz or 0.5 Hz cutoff as high-pass filter during pre-

processing. The figure shows that in each participant, the TF images have a generally higher signal-to-

noise ratio (SNR) after applying a 0.1 Hz cutoff; however, neither the 0.1 Hz or 0.5 Hz high-pass filter 

settings demonstrate a prominent gamma modulation by the pwPE regressor. 

  



 

Supplementary Figure 7. Similar to Supplementary Figure 6 but using the absolute PE about stimulus 

outcomes abs(PE1), termed abs[δ1] in the main text, as regressor. 

 

  



 

Supplementary Figure 8. Raw power spectral density during task performance (TB1, TB2 blocks) after 

using a 0.1 Hz or 0.5 Hz cutoff as high pass filter in four representative participants.  The power spectral 

density (PSD) obtained at 1-90 Hz after applying a 0.1 Hz high-pass filter is shown in yellow, while the 

PSD after a 0.5 Hz cutoff is displayed in dark blue. The raw PSD was converted into decibels (dB: 

10*log10). As shown in the figure panels, the choice of a 0.5 Hz cutoff used in our study only minimally 

affected the signal-to-noise ratio in the general PSD level. 

 

  



 

Supplementary Figure 6. Stimulus and outcome-locked beta (13–30 Hz) changes to response 

regressor (related to Figure 8). All responses were provided using the right hand. A) An independent-

samples statistical analysis on stimulus-locked beta activity by the response regressor—in arbitrary 

units (a.u.)—using cluster-based permutations showed no significant differences between StA and Cont 

between 100–1000 ms post-stimulus presentation. The right column shows the time-frequency image 

response in beta activity for the between-group data averaged over all electrodes (0–1 s, stimulus-

locked). Dashed black lines represent the average time of the stimuli presentation ‘S’ and the response 

‘R’. B) For the state anxiety group (StA), we tested the within-group effect of the response regressor on 

the oscillatory activity locked to the outcome (between −1000 to −100 ms). This analysis showed no 

significant change in beta activity from baseline. The corresponding time-frequency image to the right 

shows beta activity averaged across all electrodes (−2 to 0 s, outcome-locked, dashed black lines for 

the average time of the stimuli presentation ‘S’ and the response ‘R’. 

 

  



Chapter 4: Linking anxiety and motivation to 

computations of uncertainty during reward-based 

learning 
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Abstract  

 

Neuropsychiatric conditions such as depression and bipolar disorder exhibit motivational 

deficits and interfere with reward processing. How negative emotional states like anxiety 

modulates motivation to learn from reward is unclear. Transient states of anxiety can interfere 

with reward prediction error signals vital for learning in computational theories of adaptive 

behaviour. Here we coupled learning about reward to reducing anxiety in an uncertain 

environment. We recruited 45 participants to complete a binary probabilistic reward-learning 

task in a volatile environment to study behavioural group differences. Participants needed to 

estimate the probability of images being either rewarded or unrewarded while we recorded 

continuous electrocardiographic (ECG) signals and self-reports of anxiety. To manipulate 

motivation, we induced anxiety by threatening a secondary psychosocial stress task in one 

group of 15 participants. Importantly, reward in that group was operationalised to reduce the 

time of the subsequent psychosocial stress task. The motivation group was compared with a 

state anxiety control group (where anxiety was uncoupled from reward) and a control group 

(where no anxiety was induced)—each consisting of 15 participants. Computational modelling 

with a hierarchical Bayesian filter was used to succinctly describe participants’ behaviour and 

estimates of uncertainty. There were no differences between the three groups’ self-reported 

anxiety and physiological responses from the heart, or overall performance of the reward-

learning task. Computational modelling demonstrated that participants' responses were best 

described by a model that is informed by dynamic estimates of task volatility. However, there 

were no group differences in posterior estimates of volatility, uncertainty about the stimulus-

outcomes and their changes, or environmental uncertainty. Our results suggest that anxiety 

was not successfully induced. In contrast to our previous work, behavioural modelling results 

indicated that our probabilistic binary reward task using a stable degree of volatility can 

produce decisions informed by trial-wise estimates of changes to the probabilistic 

contingencies. These findings indicate that our experimental manipulation did not sufficiently 

induce anxiety and was not sensitive enough to detect changes in motivation. Future work 

may benefit from using lab-based shock to more reliably drive and control anxiety levels.  

 

 

  



1. Introduction 

 

The impact of anxiety disorders on public health is an increasingly high-priority issue (Grillon 

et al., 2019; Stein & Craske, 2017). Clinical anxiety notwithstanding, everyday experiences 

with anxiety can also be distressing, unpleasant, and lead to a lower quality of health (Carleton, 

2016; Chisholm et al., 2016; Dugas et al., 2005). In spite of this, we are only just beginning to 

understand how anxiety influences learning and decision making in the brain, and in turn, how 

learning biases maintain anxiety. Elegant work experimentally inducing anxiety has 

unexpectedly shown how anxiety can both impede and benefit cognition (Robinson et al., 

2013)—an outcome strongly conditional upon the context and nature of the task performed. 

More recently, evidence of performance impairments have been extended to a computational 

reward-learning context (see Chapter 2 and Hein et al., 2021; Huang et al., 2017; Sporn et 

al., 2020). Yet these studies did not focus on the potential benefits and adaptive value of 

anxiety on reward-based learning. Here we seek to address this by investigating whether 

motivation induced by anxiety can improve reward-based learning in an uncertain and volatile 

learning condition. We take inspiration from previous studies detailing the role of motivation in 

invigorating ongoing instrumental learning behaviour (Niv, 2009; Niv et al., 2006, 2007) and 

from work indicating that anxiety activates the implicit goal of uncertainty reduction 

(Raghunathan & Pham, 1999). Our study focuses on an unmedicated population for three 

reasons: 1) to connect similar work in alternative learning contexts to the reward-learning 

domain 2) to understand how anxiety may transiently motivate healthy humans in response to 

everyday encounters with anxiety, and 3) to make important bridges in understanding between 

healthy and clinical populations and work on non-human animals (Grillon et al., 2019; Valton 

et al., 2019). Of prime consideration is uncovering how motivation and its effect on learning 

about reward might inform future treatments of anxiety and anxiety disorders (Moutoussis et 

al., 2018).  

 

Anxiety produces cognitive, physiological, and affective changes driven by the 

disproportionate worry over upcoming uncertain events (Grupe & Nitschke, 2013; Raymond 

et al., 2017; Robinson et al., 2013). Anxiety induces a state of apprehensive avoidance with 

simultaneously increased sensory vigilance (Robinson et al., 2013). This may be an adaptive 

response to prepare actions for potential negative outcomes in uncertain environments—a 

response consistent across multiple species (Sokolowska & Hovatta, 2013). But as with many 

adaptive responses in animals, anxiety can carve both favourable, and if commissioned too 

frequently, unfavourable consequences—turning adaptive to maladaptive (Robinson et al., 

2013).  Here we focus on anxiety acting as an extrinsic motivator to learn about reward (for a 



review on the behavioural, neural, and pharmacological effects of anxiety, see Grupe & 

Nitschke, 2013; Hartley & Phelps, 2012; Slee et al., 2019). 

 

Studies using the threat of shock in a lab have demonstrated that anxiety—in line with adaptive 

responses—enhances early sensory processing, producing a hypervigilant state which can 

benefit performance on perceptual tasks (Cornwell et al., 2017; Grillon et al., 2019). However, 

in anxiety disorders, this is exaggerated and overapplied to everyday unthreatening contexts. 

Shock-elicited anxiety also facilitates the detection of threatening signals (Grillon & Charney, 

2011; Robinson et al., 2011) and attention to task-relevant information (Cornwell et al., 2011; 

Edwards et al., 2010; Kim et al., 2020). In the context of these tasks, anxiety facilitates 

performance. By contrast, anxiety impedes probabilistic learning in economic decision-making 

tasks (de Visser et al., 2010; Hartley & Phelps, 2012; Jiang et al., 2018; Miu, Heilman, et al., 

2008; Remmers & Zander, 2018) and interferes with the optimal adaption of learning rates to 

changes in the learning environment (Browning et al., 2015; Pulcu & Browning, 2017). 

 

As anxiety is consistently shown to influence cognition, recent research has turned to ask to 

what extent anxiety alters the computational processes driving perception, learning, and action 

in the brain (Bishop & Gagne, 2018; Pine, 2017; Raymond et al., 2017). Work on healthy 

humans has investigated the role of computational and neural mechanisms critical to 

successful perception and learning (Behrens et al., 2007; Bland & Schaefer, 2012; Doya, 

2008; Iglesias et al., 2013; Payzan-LeNestour et al., 2013; Summerfield et al., 2011; Yu, 2007; 

Yu & Dayan, 2005). These studies highlight the brain’s use of hierarchically related error 

discrepancy signals, prediction errors (PEs), and their uncertainty weighted counterpart, 

precision-weighted prediction errors (pwPE), in updating an internal model of the environment 

(Friston, 2005, 2010; Iglesias et al., 2013; Knill & Pouget, 2004; Mathys et al., 2011; Moran et 

al., 2013; Mumford, 1992; Rao & Ballard, 1999; Srinivasan et al., 1982). These accounts are 

couched in the Bayesian predictive coding (PC) process theory (Aitchison & Lengyel, 2017; 

Shipp, 2016), which emphasises how humans seek to refine a hierarchical generative model 

by using approximate Bayesian inference (Friston, 2005; Knill & Pouget, 2004). According to 

Bayesian PC, we seek to reduce uncertainty and the associated error signals across all levels 

in the hierarchical cortical structure of the brain (Friston & Kiebel, 2009a).  

 

One of the many triumphs of the computational approach in neuroscience and psychology is 

its ability to bring together different levels of analysis, forming a bridged understanding of 

learning and conditioning (Friston et al., 2014; Pezzulo et al., 2018; Piray, Dezfouli, et al., 

2019; Piray & Daw, 2020b). More specifically, this technique has provided good neural 

foundations for the normative evaluation of the challenges organisms confront through 



adaptable mechanisms of PE updating (Courville et al., 2006; Daunizeau, den Ouden, 

Pessiglione, Kiebel, Friston, et al., 2010; Daunizeau, den Ouden, Pessiglione, Kiebel, 

Stephan, et al., 2010; Dayan et al., 2000; Dayan & Long, 1998; Gershman et al., 2010). As 

touched on above, these describe learning as statistical inference, blending experience with 

some goal with responses from cues and action outcomes. This recasting of learning as 

statistical inference has driven a compelling agenda of enquiry into the brain’s approach to 

identifying, tracking, and estimating uncertainty concerning its beliefs and how these shape 

learning (Behrens et al., 2007; Iglesias et al., 2013; Mathys et al., 2011; McGuire et al., 2014; 

Nassar et al., 2010; Piray & Daw, 2020b; Soltani & Izquierdo, 2019). 

 

The emphasis of Bayesian PC on uncertainty is an important one, as recent computational 

work highlights how affective disorders may be driven by misestimation of uncertainty (Paulus 

& Yu, 2012; Pulcu & Browning, 2019). In fact, anxiety is strongly coupled to uncertainty, with 

uncertainty often experienced as distressing and harmful (Carleton, 2016; Dugas et al., 2005; 

Dugas et al., 1998; Grupe & Nitschke, 2013; Hartley & Phelps, 2012; Paulus & Yu, 2012; Pulcu 

& Browning, 2019). To understand better how uncertainty shapes learning and decision 

making, recent work has classified uncertainty into three principal forms: expected, estimation, 

and unexpected (environmental) uncertainty (Bland & Schaefer, 2012; de Berker et al., 2016; 

O’Reilly, 2013; Soltani & Izquierdo, 2019; Yu & Dayan, 2005). Expected uncertainty represents 

the intrinsic and irreducible uncertainty produced from any complex probabilistic environment 

(de Berker et al., 2016; Yu & Dayan, 2005). Estimation uncertainty, by contrast, reflects our 

insufficient knowledge about the environmental statistics that create our sensory impressions, 

which we can reduce through learning (Bland & Schaefer, 2012). And when the world around 

us changes (unexpected environmental uncertainty: with the true change rate denoted by the 

term volatility), our prior beliefs about those environmental statistics may become outdated 

(Behrens et al., 2007; Dayan & Yu, 2003; O’Reilly, 2013).  

 

Consider the following illustration of uncertainty and volatility using an everyday example. 

Imagine an atypically cold day in late summer. Should you readily update your belief, donning 

thermals and a jumper the following day? This response indicates adapting to the information 

and inferring a change to the climatic environment. Or, did that drop in temperature represent 

an atypical solitary event, merely noise? If so, you might infer that the atypical climatic event 

was not indicative of environmental change but rather unpredictability in temperature, donning 

a tee-shirt the next day. Here it would be critical to represent our prior belief and uncertainty 

about general seasonal patterns and offset them against our estimates of sensory information 

and uncertainty. This example also highlights the distinctly Bayesian technique of combining 

multiple sources of information to inform more accurate predictions. Perhaps you seek advice 



from the weather forecasting news, with high uncertainty. Alternatively, take to the 

thermometer and measure the temperature continuously throughout the day, with lower 

uncertainty.  

 

Importantly, previous work has linked volatility with pathological decision making in depressive 

and anxiety disorders (Hartley & Phelps, 2012; Huys et al., 2015; Paulus & Yu, 2012). And 

further research has shown that anxiety can alter the way we estimate uncertainty and bias 

learning from uncertain and changing environments (Browning et al., 2015; Gagne et al., 2018; 

Hein et al., 2021; Huang et al., 2017; Miu, Heilman, et al., 2008; Pulcu & Browning, 2019). 

This body of work about the atypical processing of uncertainty and abnormal inference are 

thought to contribute to a wide range of mental health disorders, particularly in anxiety and 

depression, but also in other neuropsychiatric conditions such as schizophrenia and autism 

(Brazil et al., 2017; Browning et al., 2015; Cole et al., 2020; Deserno et al., 2020; Diaconescu 

et al., 2020; Katthagen et al., 2018; Lawson et al., 2017; Paliwal et al., 2019; Piray, Ly, et al., 

2019; Powers et al., 2017; Pulcu & Browning, 2017).  

 

High levels of trait anxiety have been shown to leverage learning adjustments during decision 

making. Specifically, high trait anxiety leads to difficulties adapting the rate of learning (the 

extent to which previous and current sensory inputs inform belief updates) in changing 

environments in both aversive (Browning et al., 2015) and reward-learning contexts (Huang 

et al., 2017). These insensitivities to task volatility express themselves in changes to pupil 

dilation (Browning et al., 2015) and neural responses in the dorsal anterior cingulate cortex 

(dACC) linked with the processing of learning rates (Piray, Ly, et al., 2019). Other 

computationally based studies have demonstrated how anxiety is connected to biased 

inhibition responses and impaired extinction of learned fear associations (Duits et al., 2015; 

Grillon et al., 2017; Christian Grillon et al., 2017; Mkrtchian, Aylward, et al., 2017; Pittig et al., 

2018; Pulcu & Browning, 2019; Robinson, Krimsky, et al., 2013). And more recent empirical 

work has shown biases to evidence accumulation (Kim et al., 2020). Our recent studies in 

Chapters 2 and 3 have shown unbalanced uncertainty estimates but in the reward-learning 

domain. We demonstrated how transient experiences with anxiety in otherwise healthy 

volunteers can lower the overall learning rate and produce underestimates of environmental 

and estimation uncertainty about the reward tendency. Each provides evidence for a degree 

of fixity in beliefs or biased learning when experiencing anxiety, especially when interacting 

with uncertainty and volatility (Browning et al., 2015; Grupe & Nitschke, 2013; Pulcu & 

Browning, 2019). However, more work needs to be done linking different findings from the 

different forms of anxiety (state, trait, clinical disorders) and types of cognition (attention, 



perceptual learning, reward learning, motor learning) using the available suite of computational 

and cognitive methods. 

 

Here, in a similar study on state anxiety and reward-based learning that directly builds on 

Chapter 2, we use an identical state anxiety group and control group. However, in addition, 

we also tested a state anxiety group that could explicitly reduce the time required to perform 

a threatened secondary anxiety-inducing task by performing well during the preceding reward-

learning task. We thereby coupled the threat of an anxious event to the reward learning 

performance. We define this coupling as an extrinsic external motivator. Using this 

manipulation and design, we aimed to test whether anxiety could facilitate learning about 

reward, potentially tapping into a theorised form of adaptive uncertainty reduction 

(Raghunathan & Pham, 1999).  

 

In our previous Chapter 2, the threat of anxiety remained until it was revoked after completing 

the second task block of reward learning. The anxiety-inducing event was set to occur after 

the second task block irrespective of how the participants performed. We thus hypothesise 

that if reward learning performance is coupled to our anxiety manipulation, we may observe a 

motivational improvement in overall reward learning performance, with estimates of 

uncertainty predicted to be similar with controls. Our prime rationale for investigating the 

motivational component to reward learning in anxiety is to provide an experimental model 

based on non-clinically anxious individuals that might aid in the potential treatment of anxiety 

disorders. The coupling of anxiety to reward may prove a fruitful approach to shift feelings of 

anxiety away from apprehension, and on to viewing anxiety as an adaptive tool to resolve 

uncertainty about the world. Similarly to how anxiety has been shown to benefit early sensory 

processing, anxiety may drive faster learning about rewards in changing environments if 

learning to obtain reward reduces the likelihood of an anxiety inducing event. And this 

resolution of uncertainty may, in turn, lessen feelings of anxiety.  

 

Motivation is, however, a nebulous field of research (Berridge, 2004). Broadly, motivation is 

commonly defined as object-oriented behaviour, orienting and pushing an animal to act in line 

with its goal and the goal value (Pessiglione et al., 2017). Oftentimes, this is toward maximising 

pleasure or minimising pain (Berridge, 2004; Hassin et al., 2009; Madan, 2017). Motivation 

shapes the salience of goals, calibrates attention, and drives behavioural control to achieve 

some outcome (such as food or water). These can be of instrumental value, to obtain some 

distinct outcome from the task at hand. Or these can be a value assigned for the inherent 

satisfaction of working on some goal (Oudeyer & Kaplan, 2009). Others have cast motivation 

as either specific to an outcome (the effect of directing) or independent of some outcome (an 



energising effect: see Niv et al., (2006) for a normative treatment of motivation). These two 

core attributes of motivation have led to psychologists defining motivation using two broad 

categories: intrinsic and extrinsic.  

 

Animals, and in particular, humans, display a predilection to general motivations that drive 

exploration, curiosity, investigation of environments, and playful engagement in novel activities 

(Friston, Lin, et al., 2017; Oudeyer & Kaplan, 2009; Schwartenbeck et al., 2013). These forms 

of motivation are typically described as intrinsic, as the activity was performed simply for fun, 

internal satisfaction, or the challenge (Ryan & Deci, 2000). They are not, however, classified 

as homeostatic, as they do not address, for example, tissue deficits brought on by hunger or 

pain states that motivate organisms to regain homeostasis (Oudeyer & Kaplan, 2009). For 

instance, we can paint pictures to enjoy painting and have fun (intrinsic motivation), but while 

painting pictures could be utilised to make money and pay for food, painting can also be 

enjoyed independently of that homeostatic reward. Psychologists believe these intrinsic 

motivations are critical for cognitive and sensorimotor development (Deci & Ryan, 2000, 

2010). Computational work has further shown these intrinsically motivated behaviours 

facilitate the successful prediction of the consequences of our actions (Friston, Lin, et al., 

2017). Psychologists and neuroscientists both argue that active learning driven by intrinsic 

interest is indispensable for providing understanding about the world that can be exploited for 

development in the absence of external reward (Friston, Lin, et al., 2017). 

 

On the other hand, we may value action as it may gain us other valuable outcomes 

(Pessiglione et al., 2017). In our painting illustration above, we might paint to increase our skill 

to later study art and pass an exam (extrinsic motivation). Here, succeeding in the examination 

is the extrinsic motivator and the behaviour instrumental in achieving that goal. As such, 

extrinsic motivation is defined by actions executed to obtain separable rewards or avoid 

negative outcomes (Oudeyer & Kaplan, 2009). These ‘goal-directed’ actions can be 

multidimensional, and they might consist of positive and negative parts simultaneously, such 

as rewards and punishments (Pessiglione et al., 2017). As an example, to motivate behaviour, 

the negative aspects of reaching the pinnacle of a career (as say the chief executive officer of 

a global company with ultimate responsibility for results and performance) should not outweigh 

the positive values of the set goal (money, power, and potentially self-esteem, Pessiglione et 

al., 2017).  

 

In this study, our definition of motivation is influenced by the reinforcement learning literature 

(Sutton et al., 1998). We define motivation here as the mapping between the time required to 

perform a threatened social stress task and the reduction of that time. As such, this temporal 



discount function represents a valued utility, instrumental to drive behaviour to achieve the 

goal of avoiding anxiety (Niv et al., 2006). Our motivator is external and extrinsic, as the 

reward-learning task is not performed for the sake of being the best at reward learning or for 

the fun of obtaining points, but for the entirely independent outcome of avoiding a potentially 

unpleasant secondary stressful task. Thus, the question we ask is: how does eliciting anxiety 

by means of the threat of a social stressor modify the coupled reward-learning behaviour and 

model estimates of uncertainty in a dynamic environment?  

 

In animal studies, motivation might be operationalised by measuring how much effort an 

animal is willing to expend for some reward (Dickinson & Balleine, 2002). Task vigour can be 

represented by how fast an animal responds to receive a reward (or more plainly, how hard 

they are willing to work, Niv et al., 2005). As such, when the net reward rate and value for 

some outcome are higher (for example a hungry rat), the requisite behavioural responses to 

perform optimally to gain reward should be faster (Niv, 2009; Niv, Daw, et al., 2005; Niv et al., 

2006, 2007). For our task, optimal task performance would translate to a decrease in the 

overall percentage of errors performed across the reward-learning task. 

 

In terms of neuromodulation, motivation (Mogenson et al., 1980; Wise & Rompre, 1989; Wise, 

2004) and reward learning (Berridge & Robinson, 1998; Berridge, 2007) are associated with 

mesolimbic and mesocortical dopaminergic functioning. In comparison, motor function is 

associated with nigrostriatal dopaminergic function (Jenkinson & Brown, 2011). The dopamine 

hypothesis of reward states that rewarding outcomes reinforce memory traces of behavioural 

responses (Wise, 2004), having a drive-like impact that amplifies the likelihood of an agent 

responding to the reward-linked stimuli. This refers to either internal tissue-related needs like 

hunger or external stimuli linked with previously experienced rewards or ‘incentive 

motivational’ stimuli (Gallistel et al., 1974; Wetzel, 1963; Wise, 2004). Importantly, Schultz and 

colleagues found phasic dopamine bursts increase as a function of increases to predicted 

value, decrease with unpredicted reductions to value, and more generally represent error 

signals between predicted and received outcomes (Hollerman & Schultz, 1998; Schultz, 1998; 

Schultz et al., 1998, 2000; Schultz & Dickinson, 2000; Tremblay et al., 1998; Tremblay & 

Schultz, 1999). The dopamine-related invigoration of ongoing behaviour may modulate the 

learning process about reward outcome tendencies, as prior work has shown that increased 

tonic dopamine in the striatum invigorates Pavlovian and instrumental behaviour (Ikemoto & 

Panksepp, 1999; Salamone & Correa, 2002).  

 

Tonic dopamine is thought to change and develop slowly, over the course of minutes, linking 

behaviour over the trials or potentially the blocks of an experiment (Niv, 2009). Thus a 



motivation such as reducing anxiety might drive a higher level of contextual neuromodulator 

that pushes both phasic PE responses and increases the residual average dopamine 

expressed by tonic dopamine levels (Niv, 2009). We cannot measure dopamine levels in this 

experiment, but coupling the anxiety manipulation to the reward-learning task may drive 

incentive-motivational value to the outcomes of the learning task that we can measure using 

behavioural responses; outcomes that are otherwise neutral in our control groups. Others, 

however, argue that potential modulation by motivation on task performance is more complex 

and that different rewards might have distinct outcomes on specific cognitive processes 

(Ivanov et al., 2012; Padmala & Pessoa, 2011; Savine & Braver, 2010). Despite not measuring 

dopamine levels in this study, the dopamine hypothesis is an important theoretical 

consideration to explain how extrinsic motivators might invigorate task behaviour. Our 

understanding of reward learning and motivation grew in the past decade. Yet the interaction 

between affective states (like anxiety), motivation, reward PEs, and predictions of predictability 

(i.e. precision) driven by the amplitude of PEs remain understudied.  

 

Typically in studies on motivation, binary behavioural tasks may be operationalised to produce 

two effort-based choices: 1) to exert little effort for a small reward, or 2) more effort for a larger 

reward (Pessiglione et al., 2017). Using this approach, one can quantify subjective reward 

value. This has been established in experiments manipulating effort for obtaining food in rats 

(Salamone et al., 1994, 2003; Salamone, Yohn, et al., 2016; Walton et al., 2006) and in 

humans asked to actively eliminate stimuli for monetary rewards (Croxson et al., 2009; 

O’Doherty, 2016). These studies show that prior to a response, the reward processing 

dopaminergic midbrain represents both the expected reward and the required degree of effort 

to obtain it. Studies on humans typically utilise external rewards like money and points as they 

are commonly thought to engage identical neural reward processing regions as rewards like 

food (Levy & Glimcher, 2012; Pessiglione et al., 2017). To illustrate, during socially motivating 

circumstances, conducting a binary reward-learning task, Le Bouc and Pessiglione (2013) 

discovered motivation was chiefly fuelled by personal utility, expressed neurally by increased 

BOLD activity in the above mentioned dopaminergic reward processing regions of the brain.  

 

For the current experiment, we focused on manipulating motivation and studying its effect on 

reward-based learning using the threat of a secondary stressor task, the Trier Social Stress 

Test (Birkett, 2011; Kirschbaum et al., 1993; Labuschagne et al., 2019). By these means, we 

tapped into the more complex experience of human anxiety (or, anticipatory worry) to 

operationalise motivation. The rationale was twofold. Firstly, that anxiety about performing a 

social stress test would produce motivation to perform well (to reduce anxiety) through an 

aversion to aversive experiences. Secondly, similar to physical effort, mental effort through 



difficult executive tasks (like social performance) also incentivise avoidance motivation. This 

has been firmly established in decision-based tasks in healthy humans, who consistently 

favour avoiding difficult tasks involving executive functions (Apps et al., 2015; Kool et al., 2010; 

Shenhav et al., 2017; Westbrook et al., 2013). Moreover, it has been suggested that avoiding 

potential aversive experiences is equivalent to gaining rewards (Bach & Dayan, 2017; Peter 

Dayan, 2012a; Lloyd & Dayan, 2016; Maia, 2010; Mowrer, 1951). This suggests that reward 

learning performance in our task could be driven by a personal utility (motivation, producing 

greater effort) to avoid an upcoming stressful task, the TSST, that involves both a difficult 

public mental arithmetic test and a public oral presentation. 

 

Little is known about how extrinsic motivation to avoid an anxiety-inducing event may influence 

learning performance. To obtain a proxy measure of changes in anxiety from our psychosocial 

stressor manipulation we administered self-reported assessments and recorded continuous 

electrocardiographic data. We then devised an experiment where anxiety was coupled to 

reward. We used a time discount (TD) function defined as a positive reward yielding a 

reduction to the amount of time needed to perform the upcoming TSST. As an example, if a 

participant correctly predicts the rewarding stimulus in a trial, they are rewarded with 3 

seconds to subtract from the total time of the upcoming TSST. An unrewarded ‘lose’ trial was 

defined as 0 seconds subtracted from the TSST. Using this manipulation, we coupled anxiety 

reduction (motivation) to learning about rewards. For this experiment, we used a combination 

of the threat of socially assessed difficult mental arithmetic and an oral presentation about an 

unspecified artwork (like in our previous work Hein et al. [2021] and Chapter 2). Importantly, 

however, our study only threatens psychosocial stress tests, as opposed to tasks where the 

psychosocial stress test itself represents the independent and dependent variables (Allen et 

al., 2014; Boesch et al., 2014; Dedovic et al., 2005; Kudielka et al., 2004).  

 

We found that participants did not experience physiological or subjective psychological 

responses to our TSST experimental anxiety procedure, unlike in our previous experiments 

(Hein et al., 2021; Sporn et al., 2020). Because of that, our anxiety induction procedure did 

not alter model-free responses (the percentage of overall errors while reward learning or 

reaction times) or model estimates of uncertainty Bayesian predictive coding from the 

Hierarchical Gaussian Filter (HGF) model (Mathys et al., 2011, 2014). We discuss in further 

detail the reasons contributing to the results in our discussion, offering solutions and direction 

for future studies looking to investigate anxiety and motivation. 



2. Methods 

 

2.1 Participants  

 

Healthy volunteers (N = 45, 30 female, 15 male) with an age range between 19–39 (mean 

26.3, standard error of the mean [SEM] 0.78) took part in this reward-learning task. The study 

was approved by the local ethics committee (Goldsmiths University of London ethical review 

board). The first 22 participants’ data was collected by F.H, with the remainder by T.P.H. All 

participants provided informed written consent and all were healthy, reporting no past 

neurological or psychiatric condition. Our sample size was estimated using the behavioural 

and modelling data from our previous study (Hein et al., 2021) using MATLAB (MathWorks, 

2012, The Math-Works, Inc., MA, USA: function sampsizepwr).  

 

Each participant was pseudo-randomly designated into one of three experimental groups (N 

= 15 each) after measuring trait anxiety using Spielberger’s Trait Anxiety Inventory (STAI, 

Spielberger, 1983b). These groups were a control (Cont), state anxiety with a time-discount 

(StATD), and a state anxiety group with no time discount (StATD-Cont)—for further details see the 

experimental manipulation Section 2.3. Crucially, by screening trait anxiety levels prior to 

assigning groups we assured equivalent average subclinical trait anxiety scores in each group 

(Cont, mean 40, SEM 1.6; StATD, mean 47, SEM 2.2; StATD-Cont, mean 41, SEM 2.2; anxiety 

disorders typically report values exceeding a score of 46, see Fisher & Durham, 1999). 

Moreover, two important confounding factors in measuring state anxiety are age and sex 

(Voss et al., 2015). Accordingly, each group were homogeneous in age (Cont, mean 28.7, 

SEM 1.4; StATD, mean 24, SEM 1.3; StATD-Cont, mean 26, SEM 1.2) and sex (Cont, male 7, 

female 8; StATD, male 6, female 9; StATD-Cont, male 4, female 11).  

  

2.2 Protocol: reward-learning task 

 

All groups (Cont, StATD, StATD-Cont) were instructed following completion of practice trials (but 

prior to the first experimental task block) that this experiment was composed of two parts (see 

Supplementary Figure 1). Each group was informed that the first half tests their performance 

on a reward-learning task, while the second assesses oral presentation and mental arithmetic 

skills. However, only the experimental state anxiety groups (StATD, StATD-Cont) were informed 

that the secondary tasks would be performed in front of an audience—aimed to induce anxiety 

(see next sections).  

 



Participants were seated in an isolated room in front of a computer with their right hand resting 

on a keyboard. Each participant performed an experimental task across four blocks: an initial 

resting state block (R1: baseline), task block 1 of reward learning (TB1), task block 2 of reward 

learning (TB2), and a final resting state block (R2). The experimental reward-learning task was 

presented using MATLAB 2012a and custom code using Cogent 2000, and the design was 

adapted from similar tasks used previously (de Berker et al., 2016; Hein et al., 2021).  

 

Each resting state block consisted of five minutes of sitting relaxed with eyes open focused on 

a fixation mark while we recorded electrocardiographic (ECG) responses continuously. 

Following the first resting state block, participants received information on the reward-learning 

task and performed 15 practice trials. All were informed that this experiment involved binary 

choices where the aim was to predict which of two images (blue, orange) was going to reward 

them in each trial. Participants were informed that the probability of reward assigned to the 

two images (that were reciprocally related: p,1-p) would change throughout the two task 

blocks, similar to the procedure implemented in prior studies (Behrens et al., 2007; de Berker 

et al., 2016; Iglesias et al., 2013).  

 

The stimuli were displayed randomly to either the left or right of a central fixation mark in each 

trial (see Figure 1A). Stimuli were either removed from the display when the time allowed to 

make a prediction expired (2200 ms ± 200 ms) or when a response (left or right arrow key) 

was provided. On receipt of a response, the chosen stimulus was highlighted in bright green. 

The selection remained on screen for 1200 ms (±200 ms). After, the trial outcome (win, lose, 

no response) was shown in the centre of the screen for 1200 ms (±200 ms) in either green 

(win) or red (lose, no response). Each trial finished with a white fixation cross (inter-trial 

interval, 1250 ms ± 250 ms). 

 

Critically, in contrast to previous work, the reward in this experiment was designated by a 

reduction to either points or the time required to perform the anxiety-inducing secondary tasks  

(public presentation and mental arithmetic). The state anxiety with time discount group (StATD) 

were rewarded for correct predictions with a reduction to the amount of time needed to perform 

the two secondary anxiety-inducing tasks. For StATD, each rewarded win was −3 seconds from 

those tasks, while an unrewarded lose and no response was 0 seconds deducted. The control 

group (Cont) experienced no anxiety and no time discount. And in contrast to StATD, the time 

discount control group (StATD-Cont) experienced anxiety but with no time discount. Both Cont 

and StATD-Cont groups were rewarded for correct predictions by a reduction to a total 1200 

‘corrupted’ points assigned at the start of the task (win, −3 corrupted points). An unrewarded 



lose outcome or no response in Cont or StATD-Cont represented the loss of an opportunity to 

decrease those corrupted points (0 corrupted points, Figure 1A).  

 

Both TB1 and TB2 consisted of 200 trials. Across the total 400 trials, 10 probabilistic reward 

contingency mappings were randomly arranged for each participant. The possible contingency 

mappings for one image (for example, blue) were either highly biased (0.9/0.1), moderately 

biased (0.7/0.3), or unbiased (0.5/0.5) probabilities. These relationships were then reversed 

for the alternative image (orange: 0.1/0.9; 0.3/0.7, see de Berker et al., 2016). In addition, 

each contingency mapping was randomly assigned a duration between 34 and 46 trials (See 

Figure 1B).  

 

 

 

Figure 1. Reward-learning task structure and physiological measure. A) Each trial presented 

participants with visual icons (blue, orange) randomly to either the left or right of a central fixation cross 

for 2200 ms (± 200 ms). Once a response using either the left or right key was pressed, participants 

were immediately shown their choice highlighted in bright green for 1200 ms (±200 ms). Subsequently, 

the trial outcome was revealed. The rewarded win outcome displayed “−3 p” representing corrupted 

points for the Cont and StATD-Cont groups, as shown in the above outcome screen in the colour green. 

The StATD group saw “−3 s” instead, representing seconds. Correspondingly, the unrewarded lose 

outcome displayed “0 p/s” while no response resulted in the message “No response! 0 p/s”—both in the 

colour red. Each outcome was displayed. Each trial ended with a fixation cross and an inter-trial interval 

of 1250 ms (±250 ms). B) The task took place over two task blocks (TB1, TB2, 200 trials each). The 

probabilistic structure of the task was randomly generated for each participant using the probabilities 

0.9, 0.7, 0.5, 0.3, and 0.1, varying in length (34–46 trials). In the above example, the experiment starts 

with a 0.7 probability of orange rewarding (p(win|orange) with a reciprocal 0.3 probability for the blue 

stimulus: p(win|blue) = 1 − p(win|orange). After 36 trials the contingency mapping changes to a 0.9 

probability of orange rewarding and a 0.1 probability of blue rewarding. C) During the experiment, we 



continuously recorded ECG signals, using the R-peaks to calculate heart-rate variability (HRV) and to 

estimate the high-frequency spectral power (0.15–0.4 Hz) in HRV (HF-HRV).   

 

 

Each element of the experiment (instructions, all questionnaires, and the reward-learning task) 

were conducted using the computer. Instructions were presented on screen and brief 

questions testing comprehension of the task were included to confirm understanding. For 

example, to test understanding of the reciprocal probabilities of the task, we asked: “If the 

probability of the blue image rewarding you is 70%, what is the probability of the orange image 

rewarding you?”. For the questionnaires, written instructions were provided on screen and 

responded to using the keyboard numbers.  

 

Each group was instructed about the secondary oral presentation and mental arithmetic tasks. 

However, the Cont group were informed that the secondary task will be performed privately, 

and thus lacked the anxiety component. One final procedural difference between the 

experimental groups and control group is that we included 5-minutes of anticipatory waiting 

time just after being instructed on the secondary anxiety-inducing tasks but before the 

beginning of the first experimental block (see Supplementary Figure 1). The rationale was to 

strengthen the anxiety effect, in line with recent instructions on the practical implementation of 

the Trier Social Stress Test (see Birkett, 2011; Kirschbaum et al., 1993; Labuschagne et al., 

2019). During this time, participants in StATD and StATD-Cont were informed the experimenter 

was organising the three examiners for their second task. 

 

All participants were paid £10 for their participation. In contrast to the recent implementation 

of similar tasks (de Berker et al., 2016; Hein et al., 2021), in this experiment, participants did 

not receive additional payment for correct predictions. The reason for this discrepancy was to 

isolate the motivational reward during the dynamic reward learning in the StATD group only. All 

participants were thus paid a base rate for conducting the experiment; but only the StATD group 

experienced the additional reward motivation of reducing an upcoming anxiety-inducing event. 

Participants were permitted to take a self-timed break between the two task blocks. 

 

2.3 Experimental manipulation  

 

The instructions concerning the additional arithmetic and oral presentation tasks that followed 

the reward-learning task were different between groups to induce state anxiety only during 

TB1 and TB2 in the two experimental groups (StATD, StATD-Cont). Following previous work, the 

two experimental groups were instructed that a random draw selected them for a secondary 



public arithmetic test and oral presentation, known to induce anxiety (Cumming & Harris, 2001; 

Kirschbaum et al., 1993; Wolf et al., 2015). The public oral presentation consisted of 

presenting an abstract piece of artwork to three examiners for 10 minutes, after a 3-minute 

preparation time (Feldman et al., 2004; Lang et al., 2015). The public mental arithmetic task 

consisted of 10 minutes of timed subtracting from large numbers (for example, “What is 

673−391?”). Participants would be asked these questions by the same panel of examiners, 

and responses to each question were to be given verbally within 5 seconds (Labuschagne et 

al., 2019). Critically, the state anxiety group with a time discount (StATD) could reduce the time 

they were required to perform these anxiety-inducing tasks by correctly predicting rewarded 

outcomes in the reward-learning task (a rewarded outcome, −3 seconds from the total 20 

minutes). The StATD group were informed that the sum of their correctly predicted trials would 

be subtracted from the total 20 minutes performing the public arithmetic and oral presentation 

tasks—with the intention of manipulating motivation.  

 

The StATD-Cont group, however, experienced anxiety but with no time discount, reducing only 

the corrupted points they were assigned at the start of the experiment. Likewise, the Cont 

group reduced corrupted points but Cont importantly had no anxiety manipulation. Those in 

Cont were instead told they would need to perform both tasks privately to themselves. After 

finishing the reward-based learning task the threat of a social stress test was countermanded 

in both StATD-Cont and StATD. For StATD-Cont participants were instructed that the assessment 

panel was suddenly unavailable and that they were to ultimately describe only the artwork 

privately in line with the Cont group. StATD was ultimately informed that they, in fact, deducted 

sufficient time from the secondary arithmetic task to not perform it, but that they still needed 

to describe the artwork privately as the examiners were not present—aligning with the Cont 

and StATD-Cont groups. 

 

2.4 ECG Recording, pre-processing and heart rate variability analysis 

 

Electrophysiological signals were recorded across each task block (R1, TB1, TB2, R2) using 

the BioSemi ActiveTwo system with a sampling rate of 512 Hz. Two electrodes were used to 

record the ECG and were placed in a two-lead configuration (Moody & Mark, 1982). Both 

electrodes were affixed using surgical tape and the signal was improved using highly 

conductive bacteriostatic Signa gel (by Parker Laboratories, Inc., 4 Sperry Road. Fairfield, NJ 

07004 USA). Event markers recorded in the ECG BioSemi file denoted task blocks.  

 

Analysis of the ECG data was performed using MATLAB (The MathWorks, Inc., MA, USA). 

First,  in the EEGLAB toolbox (Delorme & Makeig, 2004), ECG data were preprocessed by 



notch-filtering between 48-52 Hz (847 points) to remove power line noise. After, in the 

FieldTrip toolbox (Oostenveld et al., 2011) with their recommended function for identifying 

cardiac events,10 we determined the QRS-complex and the R wave peak, deriving the latency 

of the R-peak to calculate the coefficient of variation (CV = standard deviation/mean) of the 

difference intervals between successive R-peaks (inter-beat interval: IBI). This CV of the IBI 

was one metric of heart rate variability (HRV) used as a proxy for physiological changes 

consistent with anxiety (Chalmers et al., 2014). The second physiological index of our anxiety 

manipulation was the spectral characteristics of the IBI time series. We interpolated the IBI 

time series at 1 Hz using a spline function (order 3), with spectral power estimated using 

Welch's periodogram method (Hanning window: see Rebollo et al., 2018). After, the extracted 

power estimates were normalised to the average power of R1 and converted to decibels (dB) 

for statistical analysis (see Section 2.8 below). 

 

2.5 Assessing state anxiety 

 

To assess state anxiety, we analysed the continuous ECG signal and self-reports of anxiety 

(see below). Our primary indicator of anxiety was the CV of the IBI time series as a proxy of 

HRV, a metric that has consistently been reported to drop during anxious states (Chalmers et 

al., 2014). Prior work has established that anxious physiological responses, like stress 

responses, reduce HRV—linked with the reduction of complexity in physiological systems 

(Friedman & Thayer, 1998; Friedman, 2007; Goldberger et al., 2002; Gorman & Sloan, 2000). 

We also validated the use of this CV approach to HRV in our recent studies that showed lower 

HRV under anxiety using a similar experimental manipulation (Hein et al., 2021; Sporn et al., 

2020). In addition to the HRV index, we also analysed the spectral profile of the IBI data to 

show lower high-frequency HRV (0.15–0.40 Hz) content. Reduced HF-HRV is a known marker 

across several anxious states (from high levels of trait anxiety, worry, and clinical anxiety 

disorders) that relates to parasympathetic vagal control of the heart and autonomic modulation 

(Aikins & Craske, 2010; Fuller, 1992; Miu et al., 2009; Mujica-Parodi et al., 2009; Pittig et al., 

2013; Thayer et al., 1996). In our previous study in Chapter 2, we observed lower HRV with 

lower HF-HRV in response to state anxiety, validating the use of HF-HRV as an additional 

proxy index of a physiological change accordant to an anxious state. 
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Complementing the HRV analysis we obtained dynamic estimates of anxiety levels using the 

Hospital Anxiety Depression scale (HAD, Zigmond & Snaith, 1983). Our motivation to use the 

HAD questionnaire was that the subscale for anxiety (HAD-A) consists of only seven 

questions, and is reported to perform well in assessing anxiety (Bjelland et al., 2002). We 

acquired a subset of two HAD-A responses recorded 13 times throughout the experiment 

using a coded version (participants were instructed to respond using the keyboard number 

buttons). By using a subset we could quickly and unobtrusively obtain a time-varying estimate 

of anxiety levels throughout the experiment (see Supplementary Figure 1 for a visual 

presentation of the task structure and anxiety assessments). The two questions selected from 

the HAD-A were: i) I feel tense or ‘wound up’ ii) Worrying thoughts go through my mind. We 

also added two questions to serve as control responses: i) I feel tired ii) I feel bored. Our self-

report questionnaire (hereafter termed HAD-S for ‘Hospital Anxiety Depression Subset’) thus 

consisted of 4 questions: 2 concerning anxiety and 2 control questions. Participants were 

instructed to respond with 1 indicating ‘Not at all’, 2 ‘Somewhat’, and 3 ‘Very much so’.  

 

The first HAD-S assessment was taken after R1 but before the practice trials (see 

Supplementary Figure 1). The second HAD-S was completed after the practice but prior to 

informing participants of the secondary tasks (experimental manipulation: public speaking and 

mental arithmetic). The average over the first and second HAD-S responses was used as a 

baseline to normalise HAD-S scores recorded throughout the experimental task blocks. As 

mentioned above, after the anxiety induction, the StATD and StATD-Cont groups waited for 5 

minutes to strengthen the anxiety manipulation following recent instructions (see Birkett, 2011; 

Kirschbaum et al., 1993; Labuschagne et al., 2019). During this time, the StATD and StATD-Cont 

participants filled out 3 HAD-S scales separated by 1.5 minutes. After, all groups started the 

reward-learning blocks TB1 and TB2 where HAD-S reports were taken every 40 trials across 

the total 400, making 10 HAD-S measures in TB1 and TB2. After completing TB2, one final 

HAD-S was completed (see Supplementary Figure 1).  

 

2.6 Computational model 

 

In this paper, we assess how a motivation to reduce anxiety alters model estimates of belief 

updates about probabilistic rewards in a volatile environment. All probabilistic models use 

explicit assumptions concerning the generation of observations and approximation strategies 

on inference; with recent models using variational approaches that break difficult inference 

problems into smaller more pliant ones (Mathys et al., 2011, 2014; Piray & Daw, 2020a). We 

use the Hierarchical Gaussian Filter (HGF, version 6.0.0), a generic hierarchical Bayesian 

model of learning under uncertainty that affords inference on a learner’s beliefs about the 



learning environment using their responses (Mathys et al., 2011, 2014). Recently, it has seen 

widespread application in clinical (Cole et al., 2020; Deserno et al., 2020; Reed et al., 2020), 

pharmacological manipulation (Marshall et al., 2016; Vossel et al., 2014; Weber et al., 2020), 

and non-clinical settings (Diaconescu et al., 2014; Iglesias et al., 2013; Lawson et al., 2020; 

Palmer et al., 2019; Weilnhammer et al., 2018).  

 

The model adheres to Bayesian brain theories (Doya et al., 2007; Friston, 2010) which assert 

that the brain approximates a statistically optimum generative model of the world, emphasising 

the use of uncertainty for updating a hierarchy of beliefs through the sequential use of pwPE 

signals (Diaconescu et al., 2014). The task used here is identical to Chapter 2; we used a 3-

level HGF perceptual model combined with two softmax decision models operating the 

mapping between belief and response. One with a fixed decision noise parameter ζ (for further 

detail on the update equations, we refer the reader to Eq. 21 in Chapter 2 and the original 

paper by Mathys et al. [2011]). The other with a decision temperature that is the exponential 

of log-volatility (i.e., the inverse decision temperature (β) is the exponential of negative log-

volatility, β = 𝑒−𝜇3, termed HGFμ3), which may vary in each trial with estimated volatility 

(Diaconescu et al., 2014). 

 

In the HGFμ3, ζ depends dynamically on the mapping between estimated beliefs about the 

volatility of the probabilistic reward environment (see Diaconescu et al., 2014). As trial-by-trial 

estimates of volatility increase, the sigmoid function decreases, leading to more decision noise 

(Cole et al., 2020; Diaconescu et al., 2014; Reed et al., 2020). Increased volatility thus leads 

to exploratory or ‘noisier’ response behaviour. By contrast, if the agent estimates lower 

environmental volatility, the sigmoid function becomes steeper, and their response choices 

will become less noisy and correspond more to their beliefs (Diaconescu et al., 2014). 

 

Here as in Chapter 2, subject-specific parameters determine how the states of the task 

(stimulus outcome tendency, volatility) evolve in time. We set the phasic volatility parameter κ 

to 1 (as the scale of x3 is arbitrary) and estimated ω2 ω3 and ζ. A further four free parameters 

control the initial values of an agent’s beliefs at the beginning of the task (μ2
(0), σ2

(0), μ3
(0)

, 

σ3
(0))—for priors used on each HGF model used here, see Supplementary Materials: Table 

1). 

 

We fitted the HGF models to the trial-wise responses of all participants using Bayesian model 

inversion. Maximum-a-posteriori (MAP) estimates of model parameters were calculated with 

the priors on parameters (see Supplementary Materials: Table 1) and the sequence of 



inputs, optimised with the quasi-Newton optimisation algorithm (Cole et al., 2020; Diaconescu 

et al., 2014; Reed et al., 2020). 

 

2.7 Model selection 

 

Our model space includes the binary 3-level HGF (HGF3) featuring volatility estimates and a 

set decision noise parameter that maps beliefs to decisions (Mathys et al., 2011). Our 

additional 3-level HGF model (HGFμ3) as detailed above is one where decisions depend 

dynamically on the estimated volatility of the probabilistic reward environment (Diaconescu et 

al., 2014). We also included an alternative HGF with two levels (HGF2) that fixes volatility. As 

in previous research, we also included simpler reinforcement learning models (Cole et al., 

2020; de Berker et al., 2016; Lawson et al., 2020). First, a Rescorla-Wagner (RW) model, 

which describes learners as acting to maximise the probability of upcoming rewards (Rescorla 

& Wagner, 1972). The RW does not quantify uncertainty or use an adaptive learning rate, but 

iteratively learns the values of outcomes using PEs to drive associative changes directly, with 

the sign and magnitude of the error determining the associative strength. And secondly, a 

Sutton K1 model (SK1), that can change the learning rate based on recent PEs (Sutton, 1992).  

 

We extracted the log-model evidence (LME) for all participants (N = 45) and compared two 

families of models: a Bayesian family (HGF2, HGF3, HGFμ3) and a reinforcement learning 

family (RW, SK1). We used the LME to compare each family of models by using random 

effects Bayesian model selection (BMS, see Stephan et al., 2009), utilising code from the 

MACS toolbox (Soch & Allefeld, 2018) as performed in Chapter 2 and Hein et al. (2021). After, 

we ran BMS on the winning family of models to determine which model best explains 

participants’ learning behaviour.  

 

2.8 Statistical analysis  

 

Statistical tests were applied to the listed dependent variables: i) behavioural indices (model-

free measures, the percentage of errors and reaction time, RT—averaged in each task block) 

ii) Block averages of our HRV metric using the CV, normalised by subtracting the R1-baseline 

mean from each task block (TB1, TB2) and the spectral content of the IBI time series HF-HRV, 

baselined using an identical method. iii) the time-varying index of HAD-S self-reported anxiety 

normalised to a baseline level. iv) The HGF model estimates of the perceptual model 

parameters: ω2 and ω3 v) HGF quantities a) estimation (informational) uncertainty about the 

reward tendency x2 (σ2) b) estimates of belief on volatility (mean, μ3, and variance, σ3) c) 

environmental uncertainty: exp(κμ3 + ω2). 



 

To assess the main effects and interactions between our Group factor (StATD, StATD-Cont, Cont) 

and our Block factor (TB1, TB2) we used two-way repeated-measures analysis of variance 

(ANOVA) tests. The HGF parameters are normally distributed in the space in which they are 

estimated (for example, log-μ3, ω2, ω3), satisfying the ANOVA assumption of normality. Where 

the factor Group or Interaction term is significant, factorial analyses are complemented with 

pair-wise comparisons using ANOVA. We used 3 x 2 ANOVAs instead of our preferred non-

parametric factorial tests based on synchronised permutations because freely available code 

for N x 2 tests with N > 2 is at present unavailable. Note, however, that mathematical 

descriptions of the extension of 2 x 2 synchronised permutations to 2 X N or M x N more 

broadly exist (Anderson & Braak, 2003; Basso et al., 2007; Salmaso, 2003). Post-hoc pair-

wise tests were carried out using permutation tests. 

 

Where null results are found, we use Bayesian ANOVA using JASP (JASP Team, 2019) to 

test whether there is more evidence for the null hypothesis compared to the alternative 

hypothesis. This test yields a Bayes factor (BF): the relative evidence in the data (posterior 

odds) favouring one hypothesis among two competing hypotheses given equal priors (Kass & 

Raftery, 1995). BF10 is the standard BF for quantifying evidence for the alternative hypothesis 

(H1) over H0, written p(data|H1) over p(data|H0) (van Doorn et al., 2021). Here we use BF01, 

which is typically used when quantifying the evidence in favour of H0 over H1, written p(data|H0) 

over p(data|H1). BF01 > 1 expresses evidence supporting H0 to a different degree depending 

on the actual value of the BF (Kass & Raftery, 1995; Lavine & Schervish, 1999).  For example, 

a BF01 = 4 can be interpreted as the data are 4 times more likely under H0 than under H1 (van 

den Bergh et al., 2020), with BF01 = 3–10 sometimes referred to as moderate or substantial 

evidence for H0 (Wagenmakers et al., 2011). Alternatively, BF01 = 1–3 is anecdotal, BF01 = 

10–30 is strong, BF01 = 30–100 is very strong, and BF01 > 100 is extreme evidence for H0 

(Wagenmakers et al., 2011).  

 

After identifying the model that best explains response behaviour using BMS, we selected the 

trial by trial trajectories for each HGF model estimate being analysed (σ2, σ3, μ3, and 

environmental uncertainty) and averaged across trials within each block (TB1, TB2). In doing 

so, we sought to evaluate the overall group-and block-related monotonic changes using the 

above mentioned 3 x 2 factorial analysis with the factors Group and Block, respectively. 

Planned pairwise comparisons were used to test differences between groups in the time-

varying HAD-S measurements, and thus assess time-varying changes in anxiety. This was 

carried out using one-way ANOVA (10 independent tests). To control for multiple comparisons, 

the false discovery rate (FDR) was controlled for by applying an adaptive linear step-up 



procedure set to a level of q = 0.05 yielding an adapted threshold p-value (PFDR, Benjamini et 

al., 2006). We present the mean and standard error of the mean (SEM) as descriptive statistics 

for dependent variables. For pair-wise comparisons using permutation tests we provide non-

parametric effect sizes and bootstrapped confidence intervals (Grissom & Kim, 2012; Ruscio 

& Mullen, 2012).  As done in Chapter 2, we calculate the non-parametric effect sizes for within 

and between-group comparisons using the probability of superiority for dependent samples 

(Δdep) and probability of superiority (Δ), respectively. 

3. Results 

 

3.1 Hospital Anxiety Depression Scale 

 

We first tested the averaged normalised HAD-S scores over task blocks (TB1, TB2) using a 3 

x 2 repeated-measures ANOVA with Group the between-subject factor (Cont, StATD, StATD-

Cont). The main effect of Group (F(2,42) = 0.01, P = 0.99) and the interaction effect was not 

significant (F(2,42) = 0.82, P = 0.44). There was a significant main effect of Block (F(2,42) = 

11.01, P = 0.002, see Figure 2A). After, we tested planned pairwise comparisons between 

groups at each of the 10 consecutive HAD-S measurements independently using an ANOVA. 

This approach yielded no differences that survived FDR correction at any sampling point (PFDR 

> 0.05, Figure 2A). To assess whether HAD-S responses were equivalent across groups, we 

ran a Bayesian ANOVA to test if there is more evidence for the null hypothesis (H0: no effect 

of the factor Group). We found that the data are 10 times more likely under H0 (strong 

evidence) compared with H1 (the model with Group as a predictor, BF01 = 10.04), aiding in our 

interpretation that the data are diagnostic of supporting the null hypothesis over the alternative 

model hypotheses.  

 

3.2 Heart-rate variability 

 

The effect of Group and Block on the normalised HRV index was tested using repeated-

measures ANOVA. The main effect of Group (F(2,42) = 0.17, P = 0.85) and Block was not 

significant (F(2,42) = 2.67, P = 0.11). The interaction effect was not significant (F(2,42) = 0.57, 

P = 0.56, see Figure 2B). An analysis of the normalised high-frequency content of the HRV 

(HF-HRV, 0.15 – 0.4 Hz) using a 3 x 2  ANOVA test revealed the interaction (F(2,42) = 0.74, 

P = 0.48) and main effect of Group (F(2,42) = 1.9, P = 0.16) and Block was not significant 

(F(2,42) = 0.93, P = 0.34, see Figure 2C). Subsequently, we tested if there was more evidence 

for H0, that HRV and HF-HRV are equivalent across groups using a Bayesian ANOVA. The 



data was around 9 times more likely under H0 when compared with the model with the Group 

predictor (BF01 = 8.8), providing moderate evidence for H0.  

 

 

 

Figure 2. Anxiety assessments. A) Normalised Hospital Anxiety and Depression (HAD) scores using our subset 

HAD-S between groups (StATD [light blue], StATD-Cont [orange], Cont [ink blue]) presented across our reward-

learning task block 1 (TB1) and task block 2 (TB2). The final point named ‘Post Task’ was one final HAD-S 

assessment administered after completing the reward-learning task. The results showed no significant difference 

among the three groups B) Changes to our heart-rate variability (HRV) proxy measure of anxiety during the anxiety 

manipulation and reward-learning task. The normalised average HRV (coefficient of variation of the inter-beat-

interval [IBI] of the ECG signal) is shown for each group (StATD, StATD-Cont, Cont) across TB1 and TB2. The 

normalised average was calculated by subtracting the resting state (R1: baseline) from each task block. There 

were no significant differences between the groups. C) Spectral analysis of the IBI time series data in high 

frequency (0.15 – 0.4 Hz) HRV range (HF-HRV). No tests were significant. 

 

 

The above findings indicate that our combination of anxiety-inducing procedures, the threat of 

a TSST, did not induce anxiety. No changes were found in self-reported HAD-S scores or 

modulation to our two proxy measures of anxiety (HRV, HF-HRV)—as had been previously 



reported (see Chapter 2 and Chalmers et al., 2014; Feldman et al., 2004; Hein et al., 2021; 

Miu et al., 2009; Sporn et al., 2020).  

 

3.3 Behavioural analysis  

 

We used a repeated measures ANOVA to test the difference in  the overall percentage of 

errors and found no significant main effect of Group (F(2,42) = 0.94, P = 0.4), Block (F(2,42) 

= 0.66, P = 0.42) or Interaction effect (F(2,42) = 0.01, P = 0.99, see Figure 3A). Afterwards, 

we tested whether there was more evidence for H0 that reward learning performance is 

equivalent across all groups using a Bayesian ANOVA. We found there was only moderate 

evidence supporting H0 (BF01 = 3.5). 

 

Next, we used repeated measures ANOVA to test reaction times (RT, in milliseconds; 

averaged over all trials) and found the main effect of Group (F(2,42) = 2.27, P = 0.12) and 

Interaction term not significant (F(2,42) = 2.27, P = 0.12)—corresponding to our results in 

Chapter 2 and prior work (Bishop, 2009). However, the Block factor was significant (F(2,42) 

= 19.6, P < 0.01, see Figure 3C). A follow-up Bayesian ANOVA revealed only moderate 

evidence in support of the null hypothesis of no effect of the Group factor (BF01 = 3). 

 

Using the RT value from the current trial, we also compared the total-population (Cont, StATD, 

StATD-Cont) mean RT between losing and winning using non-parametric permutation tests. As 

found in Chapter 2 and Hein et al. (2021), losing (mean 677.9, SEM 2.91) relative to winning 

(mean 645.5, SEM 2.24) on a trial was associated with significantly slower RT (P = 0, Δ = 

0.87, CI = [0.82, 0.91], Figure 3C). In addition, there were no significant differences found in 

RT between the three groups when comparing RT separately for either predictable (0.9–0.1 

probabilistic relationship) or unpredictable contingency phases (0.5–0.5 probabilistic 

relationship, P > 0.05). This result confirms that there was no deficit in attention as shown in 

classical attention paradigms where attentional shifts lead to larger RTs to both predictive and 

uninformative cues (Prinzmetal et al., 2009). 

 

 



 
 

Figure 3. Model-free behavioural measures. A) The percentage of errors during reward-learning task 

blocks (TB1, TB2) between the StATD-Cont (orange), StATD (blue), and Cont (ink blue) groups. The left 

dot is the group mean with SEM bars. On the right are individual scores comprising each group to 

present population dispersion. There were no significant differences between groups B) The average 

reaction time (RT) in milliseconds (ms) between groups is given by a coloured dot with SEM bars. On 

the right is respective group dispersion. No significant differences in the factor Group or Interaction were 

found. The Block factor was significant, with TB1 (mean 703.1, SEM 23.84) slower than TB2 (mean 

646.1, SEM 24.41) C) RT presented by the trial outcome, with lose trials (pink) and win trials (green). 

The left is the group mean with SEM bars; the right, individual scores. Losing was associated with 

significantly RT relative to winning (P = 0). 

 

3.4 Bayesian model selection 

 

The family of Bayesian models (HGF3, HGF2, and HGFμ3) was found to have stronger evidence 

than the reinforcement-learning models (RW, SK1)—determined by an exceedance 

probability of 1, and an expected frequency of 0.91 (Figure 4A). Subsequently, BMS within 

each Bayesian model (HGF3, HGF2, and HGFμ3) indicated much stronger evidence for the 

HGFμ3 model when compared with the HGF3 and HGF2 models (exceedance probability of 

0.99 and an expected frequency of 0.67, see Figure 4A). As an additional check, we 

confirmed that the HGFμ3 model was also the Bayesian model with the highest exceedance 

probability and expected frequency when performing BMS separately in each group (Cont, 

StATD, StATD-Cont). 

 

Despite our previous experiment using a closely related task Chapter 2 (Hein et al., 2021) 

finding the HGF3 outperforms the HGFμ3 version of the model, here we discovered that the 

HGFμ3 as described in Diaconescu et al. (2014) yields stronger model evidence. This indicates 

that in this study the decision noise parameter is modulated by the trial-wise dynamics of μ3.  

 

  



3.5 Model-based results 

 

By fitting the HGF, perceptual parameters for each participant were estimated that 

characterise their distinct learning style. In line with our previous work, we tested for 

differences between groups in the tonic volatility perceptual parameter ω2 that contributes to 

the learning rate independently of the time-varying volatility estimate (Hein et al., 2021).  

 

A one-way ANOVA was used to test the average ω2 between the Cont (mean  −2.3, SEM  

0.68), StATD (mean −1.6, SEM 0.26), and StATD-Cont (mean −2.1, SEM 0.50) groups. There was 

no significant effect on the Group factor (F(2,42) = 2.2, P = 0.1). Differences in the parameter 

ω2 drive changes to estimates such as the learning rate on the lowest level (α), increasing or 

decreasing learning about the reward outcomes; however here, we observed no change in ω2 

between groups. We additionally tested the perceptual model parameter ω3 finding no 

significant effect (F(2,42) = 0.4, P = 0.7) between the Cont (mean  −7.0, SEM  0.24), StATD 

(mean −7.1, SEM 0.31), and StATD-Cont (mean −7.1, SEM 0.09) groups 

 

3.5.1 Posterior belief on environmental volatility  

 

Using a 3 x 2 repeated measures ANOVA when testing the average posterior belief on 

environmental volatility (μ3) revealed the Group factor was not significant (F(2,42) = 1.61, P = 

0.21). Also, the main effect of Block (F(2,42) = 0.57, P = 0.45) and interaction was not 

significant (F(2,42) = 0.61, P = 0.55). Afterwards, a Bayesian ANOVA revealed only anecdotal 

evidence (BF01 = 1.5) for the null hypothesis that the average posterior belief on environmental 

volatility is equivalent across all groups. 

 

3.5.2 Informational uncertainty about the reward tendency 

 

Factorial tests using repeated measures ANOVA on estimation (belief) uncertainty about the 

outcome tendency (σ2) revealed no significant main effect of Group (F(2,42) = 0.09, P = 0.91) 

or interaction effect (F(2,42) = 0.26, P = 0.77) during reward-based learning blocks. However, 

there was a significant effect in the factor Block (F(2,42) = 5.1, P = 0.03, Figure 4B). Similar 

levels of belief uncertainty about the reward tendency in StATD-Cont, StATD, and Cont groups 

suggests that new information has an equivalent impact on the update equations for beliefs 

about x2. These results confirm a lack of difference between groups in the perceptual tonic 

volatility parameter ω2, as belief uncertainty about the reward tendency tends to increase with 

higher ω2. To empirically confirm the average σ2 data are best explained by the null model, 



we used Bayesian ANOVA. We found moderate evidence that the data are more likely under 

H0 relative to H1 (the model with the Group predictor, BF01 = 8.69).  

 

3.5.3 Environmental uncertainty  

 

We then asked whether the group factor modulates estimates of environmental uncertainty. 

We found no main effect of Group (F(2,42) = 0.38, P = 0.68) or Block (F(2,42) = 2.67, P = 

0.11). The interaction effect was not significant (F(2,42) = 0.76, P = 0.48, see Figure 4C). A 

follow up Bayesian ANOVA showed moderate evidence for H0 (that environmental uncertainty 

is equivalent across groups) relative to H1 (BF01 = 7.05), with the data 7 times more likely 

under H0.  

 

3.5.4 Uncertainty about volatility  

 

The main effect of Group (F(2,42) = 0.12, P = 0.89) and Block was not significant (F(2,42) = 

2.67, P = 0.11) in the average belief uncertainty about volatility (σ3) using 3 x 2 repeated 

measures ANOVA. We also found no interaction effect (F(2,42) = 0.59, P = 0.56, see 

Figure 4D). Subsequently, a Bayesian ANOVA showed moderate evidence for H0 compared 

with the model with the Group predictor (H1, BF01 = 8.4).  

 

 

 



Figure 4. Bayesian model selection and model-based results. A) Our Bayesian model selection (BMS) 

procedure consisted of two stages: the comparison between the two families of models (two leftmost 

columns) and the comparison between HGF models (two rightmost columns). The family level BMS 

provided the model frequency and exceedance probability for each family of models: the HGF Bayesian 

models ‘HGF family’ (HGF2, HGF3 and HGFμ3: dark blue) and the family of reinforcement learning 

models ‘RL family’ comprised of the Rescorla-Wagner (RW) and Sutton-Barto (SK1), represented by 

light green. The family of HGF models provided the best model evidence. In the two right panels is the 

comparison between the three HGF models (Two-level HGF [HGF2: light green], 3-level HGF [HGF3: 

green] and the HGF with decision parameter informed by estimates of volatility [HGFμ3: dark green]). 

The HGFμ3 provided stronger model evidence. B) Similar levels of estimation (informational) uncertainty 

about x2 was found between the Cont (orange), StATD-Cont (ink blue), and StATD (light blue) groups. A 

significant effect of the Block factor showed that on average σ2 increased from TB1 to TB2. C) 

Environmental uncertainty, and D) uncertainty about volatility were not significantly different between 

the groups. No interaction effects or Group comparisons were significant. These results indicate that 

our anxiety manipulation did not significantly modulate uncertainty about the reward tendency, volatility, 

or environmental uncertainty. 

 

4. Discussion 

 

By combining a volatile probabilistic reward-based learning task and coupling it to an anxiety 

manipulation, we took a novel approach to test the motivational effect of anxiety on learning 

and decision-making. The key insight from this approach is that using the threat of a 

psychosocial stress test to induce anxiety in the lab is a nuanced and challenging procedure. 

We were unable to replicate the conditions that produced anxiety in Chapter 2 (Hein et al., 

2021) and in Sporn et al. (2020). Here, the threat of performing both a public speaking task 

and a difficult mental arithmetic task did not induce changes in either self-reported state 

anxiety levels or electrophysiological responses from the heart. By using both a model-free 

and behavioural modelling approach, we stated clearly and in detail the outcome on overall 

reward-learning performance and model estimates of uncertainty in three groups: a state 

anxious group, a motivated state anxious group, and a control group. Using factorial testing, 

we provided evidence that there were no significant changes to the percentage of errors, the 

reaction times, or the HGF model estimates. Bayesian ANOVA provided strong evidence for 

H0 (no effect of factor Group) on self-reported (HAD-S) assessments, and moderate evidence 

for H0 from HRV and model estimates of estimation uncertainty about the stimulus outcome 

tendency, volatility uncertainty, and environmental uncertainty. Bayesian ANOVA, however, 

only provided inconclusive anecdotal evidence of H0 for HGF estimates about volatility and 

model-free results (error rates, RT). In what remains, we provide further discussion on the 

results and limitations reported here in relation to belief updating and our previous chapters, 

and also present potential future work that may reconcile these observations. 

 



The threat of a psychosocial stressor such as the TSST is a potent means to induce anxiety. 

Our results show using the TSST to induce anxiety is an intricate and detailed process. There 

is inherently more variation in administering this experimental manipulation when compared 

to more replicable manipulations like shock. Certain individuals may be less sensitive more 

invulnerable to social stress, and factors such as experimenter performance and participant 

scepticism could dampen anxiety levels. A limitation of this study, therefore, is that the 

experimenter delivering the anxiety manipulation may be instrumental in inducing the effects. 

The threat of TSST manipulation worked well in Chapter 2, but not in the current experiment. 

Here, both self-reported anxiety and heart rate variability were equivalent based on BF01 

among the three groups—which implies the experimenter did not successfully provide the 

cover story necessary to justify and induce anxiety. 

 

A more consistent and substantial record of results has been achieved in work using the threat 

of shock (Cornwell et al., 2017; Grillon et al., 2019; Robinson et al., 2013, 2019). However, 

there is a lack of computational studies using the threat of shock focused solely on rewarded 

outcomes and volatile environments. In a study conducted by Bublatzky and colleagues (2017) 

this was partially addressed, but specifically concerning the competition between rewarded 

and aversive (shock) outcomes where environmental contingencies did not change over time. 

That study showed that threat interfered with reward seeking behaviours—a striking finding 

associated with how anxiety may impede safety learning. However, no studies to our 

knowledge have used the threat of shock in a volatile reward-learning task as used throughout 

this thesis. We did not observe differences between our experimental and control groups; a 

shock based approach may help future studies further understand the impact of state anxiety 

on reward learning in volatile and uncertain conditions. However, the differences between 

these two lab-based approaches (shock and social stress) and their effectiveness in inducing 

anxiety is still a matter of ongoing discussion (Grillon et al., 2019). More work also needs to 

be done investigating the impact of the anticipation of psychosocial stressors on the neural 

responses of prefrontal and limbic pathways, the enteric nervous system, and other 

physiological markers such as gastrointestinal functions (Bhatia & Tandon, 2005; Simpson et 

al., 2021). A further direction for future work could also explore the role of intolerance of 

uncertainty and safety learning in anxiety using both the threat of a psychosocial stress test 

and an aversive task, as the loss of reward feedback may be a critical factor in treating anxiety.  

 

A further rationale to use the threat of shock comes from the subtlety of motivation and its 

potential effect on executive tasks like probabilistic decision making. The effect of motivational 

incentives on higher-order executive tasks, particularly those that demand attentional 

resources, are thought weaker than tasks involving physical effort (Schmidt et al., 2012). 



Unlike the diffuse and delayed threat of a psychosocial stressor, which may diminish the 

motivational effect of anxiety, the threat of shock is unpredictable and immediate and is 

frequently used for within-subject studies (Roxburgh et al., 2020). Moreover, the uncertainty 

and delay of the future psychosocial stress event may discount the current task goal value, 

which is the effort taken to perform well during reward learning (Frederick et al., 2002; Green 

& Myerson, 2004; Pessiglione et al., 2017).  

 

Temporal discounting is a further bias that may cause issues with diffuse threats in the future. 

The temporal discounting bias describes how we assign a lower value to gains in the future 

when compared to gains in the present (Berns et al., 2007; Robinson et al., 2015). Thus the 

potency of motivation from an anxiety-inducing task threatened in the future may be 

attenuated, and the context biases the effects on reward learning. In fact, others have argued 

that some higher-level executive tasks (including financial decision-making) may remain 

entirely unaffected by temporary changes to mood, stress, and anxiety and motivation 

(Robinson et al., 2015). Our work in Chapter 2 showing state anxiety shapes reward-learning 

behaviour has since provided evidence against this argument. However, our modelling of 

electrophysiological responses and behavioural data suggest it may be informative to drill 

deeper into the subtle effects of motivation from anxiety by augmenting the experimental 

manipulation using shock in the lab. One potential design to address temporal discounting 

using threat of shock is using a within-group design, with an isolated reward learning 

performance coupled to a subsequent block of unpredictable shock, where rewards lead to 

reducing the probability of receiving shock. This is particularly true as we could only provide 

anecdotal evidence from Bayesian analysis that there was no effect of the factor Group on the 

overall percentage of errors made during reward learning. The nature of these potential 

motivational effects can then be resolved by future modelling work. 

 

One striking result from this experiment is that unlike in Chapter 2, the HGFμ3 response 

model—where participants update their beliefs using time-varying estimates of volatility—

outperformed the 3-level model where the decision noise parameter is informed by a fixed 

mathematical description of volatility and its variance (Diaconescu et al., 2014; Mathys et al., 

2011). The HGFμ3 model describes responses where the choice probability depends on 

dynamic belief estimates of volatility, with more estimated volatility producing noisier and more 

exploratory responses. By contrast, lower estimates of volatility lead to a less noisy mapping 

between beliefs and responses, and thus a tighter coupling between belief and response (Cole 

et al., 2020; Diaconescu et al., 2014; Reed et al., 2020). However, it remains unresolved 

whether the groups equivalently estimated volatility, as factorial Bayesian analysis revealed 

only anecdotal evidence in support of the null hypothesis.  



 

This result suggests that the method learners use to infer the changing statistics of this 

particular binary reward-learning task is not set. Our previous reasoning in Chapter 2 (Hein et 

al., 2021) for the 3-level HGF model best describing behaviour responses was that our task 

has a set rate of change to probabilistic contingencies. Accordingly, participant decisions are 

influenced less by the estimated dynamics of volatility (where the ground truth changes are 

effectively constant). However, here we find that the trial-wise subjectively estimated changes 

to the contingency blocks inform participants’ decisions. The potential inconsistency here 

between a ground truth constant volatility and the HGFμ3 model being a better account of the 

data may be explained by recent work arguing that unexpected feedback from outcome 

variance (or ‘unpredictability’) is difficult to distinguish from true changes in the environment 

(Piray & Daw, 2020b). We speculate that some learners may expect more change in the 

environment, misattributing violations to predictions about the stimulus outcomes on the 

second level as changes to the underlying contingency. In these learners, we might expect 

the dynamics of trial-wise estimates of volatility to inform decisions (even if volatility is relatively 

stable, like in our task). This may indicate that participants are more tuned in to these changes, 

predominantly estimating that unpredicted outcomes due to outcome noise are informative of 

environmental change.  

 

Ultimately, more work defining functional norms in learning from volatile environments is 

needed to tease apart the effects of outcome noise (unpredictability) and volatility on learning 

(Piray & Daw, 2020a, 2020b). Intriguingly, alternative code exits in the HGF (hgf_jget) to 

potentially resolve this issue between outcome noise and volatility uncertainty, but it is, as of 

yet, undocumented and unpublished in a research paper. Using this alternative variational 

approach, however, may provide compelling new insights into anxiety and the processing of 

different forms of uncertainty (Frässle et al., 2021; Piray & Daw, 2020b). In Chapter 5, we 

contribute further to our understanding of the role volatility estimates play in informing how 

anxious participants assimilate environmental statistics by investigating how trait anxiety 

affects reward-based learning in a volatile task. Beyond that, more models of anxious human 

behavioural learning responses are needed to expand our basic theoretical accounts and 

understanding of pathological processes and treatments. Discoveries that reveal how both 

subclinical trait anxiety and lab-induced state anxiety alter computations of uncertainty can aid 

in stimulating more hypotheses about cognitive and physiological markers and their 

subserving neurobiological processes in the pursuit of better treatments. 

 

The HAD-S questionnaire of state anxiety provided a good means to quickly and effectively 

measure continuous self-reported anxiety levels in participants throughout the task. A 



limitation of our task, however, is that we cannot discuss motivation levels. Our aim was to 

indirectly infer motivation from behavioural performance and model estimates. While self-

reported motivation does depend on a participant’s internal assessment, which may not be 

sufficiently granular concerning the potential impact on cognition, there are existing scales 

(such as Starkstein’s apathy scale, see Starkstein et al., 1992) that provide an overall apathy 

rating based on questions such as ‘Do you put much effort into things?’ and ‘Do you have 

motivation?’ (Pessiglione et al., 2017). There are also alternative scales that differ in clinical 

clarity and the time it takes to fill out the questionnaire (Marin, 1990; Radakovic & Abrahams, 

2014; Robert et al., 2002; Sockeel et al., 2006). A limitation of these scales however is that 

the assessment of motivation is not known to have neural counterparts (Pessiglione et al., 

2017). Future analyses of similar datasets might do well to employ this technique of connecting 

self-reports of anxiety and motivation, behavioural responses to a reward-learning task, and 

computational modelling of responses to infer the effects of motivation from anxiety and how 

these interact with reward engagement.  

  



Supplementary Figures 

 

Supplementary Figure 1. Task design and measures. Time starts at the top left panel and finishes in 

the bottom left panel, proceeding from left to right. The first stage of the experiment is R1: Baseline, 

where participants sat and relaxed for 5 minutes with eyes open while we recorded ECG (to calculate 

HRV) continuously. After, the first HAD-S report was taken. Following task instructions (not pictured) 15 



practice trials were undertaken lasting approximately 3 minutes. When practice was completed the 

second HAD-S report was taken. Following this, anxiety was induced following the procedure outlined 

in Section 2.3 in the StATD and StATD-Cont groups. In line with previous research (see Birkett, 2011; 

Kirschbaum et al., 1993; Labuschagne et al., 2019), 5 minutes of waiting time was added for the StATD 

and StATD-Cont groups only to amplify anxiety. All groups then completed 200 trials of the reward learning 

task, lasting approximately 15 minutes. Every 40 trials a HAD-S report was filled out (5 HAD-S in TB1). 

Between task blocks was a self timed break of around 2 minutes. Afterwards, all groups completed the 

second 200 trial reward learning task block and another 5 HAD-S reports, one every 40 trials. Upon 

finishing, the anxiety manipulation was revoked in the state anxiety groups (as in Section 2.3) and a 

final HAD-S report was collected. The final part of the experiment was all groups presenting a piece of 

artwork privately for around 5 minutes.  

  



Supplementary Materials 

 

Model Prior Mean Variance 

3-level HGF κ  1 0 

 ω2 -4 16 

 ω3 -7 16 

 μ2
(0) 0 0 

 σ2
(0)  0.1 0 

 μ3
(0) 1 0 

 σ3
(0) 1 0 

 ζ 48 1 

2-level HGF κ  0 0 

 ω2 -4 16 

 ω3 -7 0 

 μ2
(0) 0 0 

 σ2
(0)  0.1 0 

 μ3
(0) 1 0 

 σ3
(0) 1 0 

 ζ 48 1 

HGFμ3 κ  1 0 

 ω2 -4 16 

 ω3 -7 16 

 μ2
(0) 0 0 

 σ2
(0)  0.1 0 

 μ3
(0) 1 1 

 σ3
(0) 1 1 

 

Table 1. HGF model parameter values for the estimation of prediction errors and predictions in the HGF 

for binary inputs without perceptual uncertainty. Listed in the table are the initial values of beliefs μ (0) 

and variances σ(0) at each level of the 3-Level HGF (HGF3), 2-level HGF (HGF2), and 3-level HGF with 

μ3 governing decision noise through a negative exponential (HGFμ3, Diaconescu et al., 2014). Also 

listed are the perceptual parameters regulating belief updates (the coupling parameter κ, tonic volatility 

estimates on levels 2 and 3 (ω2,  ω3) and the decision noise parameter ζ, estimated in log space (HGF3, 

HGF2). Free parameters estimated in unbounded space are log-transformed.  



Chapter 5: Subclinical trait anxiety changes the 

neural signatures of predictions and prediction 

errors during reward-based learning: a MEG based 

study 

 
The data reported in this chapter were collected by Zheng Gong and Marina Ivanova, 

supervised by Maria and Vadim Nikulin, to whom I am very grateful.11 Thanks to the Institute 

for Cognitive Neuroscience, National Research University Higher School of Economics, 

Moscow, Russian Federation for partially funding this study. 

 

 

 

 

 

  

 

11 This chapter is based on a manuscript that is currently in preparation.  

 

Author contributions M.H.R., V.N. and T.P.H. designed the experiment, Z.G, and M.I collected the 

data, M.H.R., T.P.H. analysed the data, M.H.R. and T.P.H. wrote code for data analysis, M.H.R. and 

T.P.H. wrote the manuscript. Z.G, and M.I applied Maxfilter and calculated questionnaire data. 



Abstract  

Misestimation of uncertainty has been proposed as a core statistical marker of learning 

difficulties in anxiety. In Bayesian inference, precision (inverse uncertainty) plays a core role 

in regulating the equilibrium between prior beliefs (higher cortical levels, descending 

predictions) and the processing of sensory input (lower cortical levels, ascending prediction 

errors, PEs). Hierarchical predictive coding (PC) process theories describe higher-level 

predictions as encoded by lower frequency oscillations (8–30 Hz) and lower-level precision-

weighted prediction errors (pwPEs) encoded in higher gamma frequency oscillations (>30 Hz).  

Recent modelling and electroencephalography work has shown how states of anxiety bias 

uncertainty estimates in a volatile task, altering the spectral correlates of Bayesian PC and 

impairing overall reward learning performance. Here, we test whether trait anxiety interferes 

with reward learning, uncertainty estimates, and the expression of predictions and pwPEs in 

oscillatory activity using magnetoencephalography (MEG). Participants performed a volatile 

probabilistic reward learning task. We modelled behaviour using a hierarchical Bayesian 

learning model, quantifying the parametric effects of trial-wise estimates of pwPEs and 

predictions on the continuous MEG time-frequency responses using convolution modelling for 

oscillatory responses. Reward learning performance was poorer in high trait anxiety (HTA) in 

the first task block relative to low trait anxiety (LTA). Computationally, this was driven by 

increased volatility estimates and greater levels of environmental uncertainty and 

informational (estimation) uncertainty about the stimulus outcome tendency. Convolution of 

the parametric regressors to MEG oscillatory responses showed that HTA attenuated 8–16 

Hz activity in central, frontal, and sensorimotor sensor regions relative to LTA. Encoding of 

predictions was associated with increased beta activity relative to a baseline in the LTA group 

only. No effects of trait anxiety on gamma modulation were found. Our results demonstrate 

that high trait anxiety disrupts hierarchical Bayesian inference about the statistical structure of 

volatile reward environments. Beyond the important implications for understanding the impact 

of uncertainty on anxiety and cognition, our results are useful for informing learning-based 

therapy treatments of anxiety disorders.  



1. Introduction 

 

Cognitive-affective structures like fear and anxiety serve an adaptive function in response to 

threats to survival and well-being (Grillon et al., 2019; Grupe & Nitschke, 2013). Fear rallies 

the fearful to take action. To fight or flee in response to specific and determinable threats. In 

comparison, anxiety enjoins the anxious to exercise caution. To seek safety in response to 

indeterminable threats with anticipated adverse outcomes (Grillon, 2008; LeDoux & Pine, 

2016; Steimer, 2002). For this reason, anxiety is an uncertainty oriented psychological, 

physiological, and behavioural state (Carleton, 2016; Tovote et al., 2015)—with responses to 

uncertainty playing a central role in diagnosing anxiety (Carleton et al., 2012; Quintana et al., 

2016). Crucially, anxiety has become one of the most common mental disorders among 

Western nations, present across most psychiatric disorders, with a heavy price paid by 

individual sufferers and societies alike (Beddington et al., 2008; Chisholm et al., 2016; 

Fineberg et al., 2013; Greenberg et al., 2015; Kessler et al., 2005, 2009; Stein & Craske, 

2017). Those with anxiety may miss out on invaluable safety signals and rewarding feedback 

by avoiding potentially unpleasant outcomes (Bublatzky et al., 2017). Finding explanations for 

difficulties in learning for healthy anxious people represents a significant and understudied 

area of research that could benefit treatment and learning-based therapy techniques in anxiety 

disorders (Moutoussis et al., 2018).  

 

Prior work under the predictive coding (PC) process theory and affiliated Bayesian frameworks 

have provided good evidence that healthy learners continuously refine an internal model of 

the world using hierarchically related prediction errors (PE) weighted by uncertainty (inverse, 

precision: precision-weighted PEs [pwPEs], Behrens et al., 2007; Bland & Schaefer, 2012; 

Doya, 2008; Feldman & Friston, 2010; Friston, 2005; Iglesias et al., 2013; Knill & Pouget, 

2004; Mumford, 1992; Payzan-LeNestour et al., 2013; Rao & Ballard, 1999; Summerfield et 

al., 2011; Yu, 2007; Yu & Dayan, 2005). These computational learning quantities are thought 

essential to understanding learning difficulties in a constellation of different clinical disorders 

(de Berker et al., 2016; Parr, Rees, et al., 2018; Pulcu & Browning, 2019; Williams, 2016). 

This normative hierarchical updating policy outlined by Bayesian PC is thought orchestrated 

by distinct neural frequencies at particular cortical layers (Bastos et al., 2012; Sedley et al., 

2016). Our work in Chapter 3 investigated the understudied impact of affective states like 

state anxiety on pwPEs and prediction quantities and how they modulate the neural oscillatory 

patterns linked with PC. In this experiment, we ask how high levels of subclinical trait anxiety 

interfere with these learning and neural signals.  



Normal levels of anxiety are considered adaptive (Gross & Hen, 2004; Mendl et al., 2010). 

Pathological anxiety is considered maladaptive—impeding everyday lives and vitiating 

aspects of cognition (Bishop & Gagne, 2018; Grupe & Nitschke, 2013; Rosen & Schulkin, 

1998). Even at subclinical levels, high levels of anxiety can cause anguish and lessen our 

overall condition of health (Carleton, 2016; Chisholm et al., 2016; Dugas et al., 2005; Grillon 

et al., 2019). Recent advances in the computational understanding of decision-making have 

shown that anxiety disrupts how the brain processes information, forms beliefs, and estimates 

uncertainty—producing both adaptive and maladaptive learning, depending on the context 

(Aylward et al., 2019, 2020; Browning et al., 2015; Hein et al., 2021; Huang et al., 2017; Kim 

et al., 2020; Lamba et al., 2020; Mkrtchian, Aylward, et al., 2017; Paulus & Yu, 2012; Pulcu & 

Browning, 2017, 2019; Zorowitz et al., 2020). Our focus here is on the understudied effects of 

subclinical “trait” anxiety on reward-based learning. More specifically, using 

magnetoencephalography (MEG), we test how different levels of trait anxiety alter the neural 

oscillatory patterns involved with predicting and learning from rewards in an uncertain and 

changing environment. 

 

Anxiety and uncertainty induce affective and cognitive changes that have behavioural 

consequences, causing distinct subjectively experienced distress (Birrell et al., 2011; Carleton 

et al., 2012; Grupe & Nitschke, 2013; Tovote et al., 2015). The highly anxious are susceptible 

to cognitive biases, such as detecting and processing threatening signals—assigning an 

overabundant supply of attentional resources (Bar-Haim et al., 2007; Bishop, 2008, 2009; 

Derryberry & Reed, 2002; MacLeod & Mathews, 1988). Also, anxiety can lead to the biased 

interpretation of emotional and uncertain stimuli as negative or threatening, driving avoidance 

behaviours (Arnaudova et al., 2017; Aylward et al., 2019; Blanchette & Richards, 2003; 

Borkovec et al., 2004; Mathews & MacLeod, 2005; Mkrtchian, Aylward, et al., 2017) and stifling 

learning (Zorowitz et al., 2020).  

 

When faced with uncertain decisions, anxiety produces risk-averse responses, selecting, for 

example, more predictable lower payments instead of uncertain higher payments (Charpentier 

et al., 2017; Maner & Schmidt, 2006) and biasing expectations to pessimistic and adverse 

outcomes (Borkovec et al., 1999; Butler & Mathews, 1987; Jiang et al., 2018; Kim et al., 2020; 

Mitte, 2007; Stöber, 1997). Indeterminable threats can give rise to anxiety, leading to a 

hypervigilant state that can improve performance on perceptual based tasks (Cornwell et al., 

2017; Grillon et al., 2019) and threat detection tasks (Bach, 2015; Cisler & Koster, 2010; 

Richards et al., 2014), also facilitating adaptive inhibitory responding (Aylward et al., 2017; 

Bach, 2015; Dayan & Huys, 2008; Grillon, 2008)—particularly for Pavlovian responses 

(Dymond, 2019; Edwards et al., 2010; Grillon et al., 2017; Mkrtchian, Roiser, et al., 2017; 



Robinson et al., 2011). In comparison, tasks involving executive functions often expose 

impairments to performance in anxiety. For example, during distraction by emotion (Cornwell 

et al., 2011), performing economic decision-making tasks (Miu, Heilman, et al., 2008; 

Remmers & Zander, 2018), and more recently when engaging with reward and probabilistic 

learning (de Visser et al., 2010; Hartley & Phelps, 2012; Hein et al., 2021; Jiang et al., 2018; 

Sporn et al., 2020; Xia et al., 2021).  

 

Suboptimal decision making under anxiety is well studied (Hartley & Phelps, 2012; Miu, 

Miclea, et al., 2008; Paulus & Yu, 2012). Yet, previous work on anxiety has, for the most part, 

neglected the reward-based nature of decision making, as depression is more tightly coupled 

with reward processing impairments while anxiety is linked with amplified aversive and 

negative stimuli sensitivity (Harlé et al., 2017)—despite the relevance of reward signals in 

learning-based therapeutic treatment (Moutoussis et al., 2018). 

 

Investigation into the behavioural, neural, and computational underpinnings of reward-based 

decision making in healthy humans has been considerably successful (Daw et al., 2006; 

O’Doherty et al., 2001; Rangel et al., 2008; Schultz et al., 1997). Recent work has since 

extended this understanding into more complex, uncertain, and changing environments 

(Behrens et al., 2007; Diaconescu, Mathys, et al., 2017; Iglesias et al., 2013; Mathys et al., 

2011; Schwartenbeck, FitzGerald, Mathys, Dolan, & Friston, 2015). However, affective states 

interact with the decisions we make (Lerner et al., 2015)—a dynamic and recurrent procedure 

that can both facilitate and hinder adaptive learning in uncertain and changing environments 

(Behrens et al., 2007; Yu, 2007). Thus, a greater understanding of the neurocomputational 

processes that subserve them needs to be achieved concerning potential deficits in reward 

functioning and maladaptive learning in anxiety (Meacham & Bergstrom, 2016; Paulus & Yu, 

2012; Pulcu & Browning, 2019).  

 

Complex unobservable states that shape our environments make optimal decision making an 

acutely complicated process. To learn from this complexity, the brain is thought to engage in 

a strategy almost surprisingly straightforward: the continuous distillation and embodiment of a 

growingly accurate model of the world, updated using the disparity between what we predict 

and what we experience (prediction error, PE). Put simply, each level of the cortical hierarchy 

transmits predictions concerning the level beneath, revised by PEs travelling up the hierarchy. 

This process of perception and learning by encoding and transmitting error signals resulting 

from predictions is known as Predictive Coding (PC, de Lange et al., 2018; Friston, 2005; 

Friston & Kiebel, 2009a; Kok & de Lange, 2015; Rao & Ballard, 1999; Srinivasan et al., 1982). 

Within this PC framework, the brain is thought to use probabilistic belief estimates to 



incorporate uncertainty about the world (Doya et al., 2007). The optimal combination of distinct 

sources of information, according to probability theory, comes in the form of the sequential 

updating of beliefs using Bayes’ rule (or Bayesian PC, Aitchison & Lengyel, 2017; Dayan et 

al., 1995; Friston & Kiebel, 2009a). According to Bayesian PC, the brain encodes uncertainty 

(the variance of probability distributions) and weights PE signals accordingly (using precision: 

pwPEs, see Eq. 4–5 Chapter 2 and Feldman & Friston, 2010; Iglesias et al., 2013; Knill & 

Pouget, 2004). In the context of continuous learning about reward, we can iteratively sample 

potential choices from our reward environment and select the more probable option given our 

prior experience and uncertainty.   

 

A detailed and practical taxonomy of the different forms of uncertainty: expected, estimation, 

unexpected, and environmental (volatility) uncertainty has been covered in Chapters 1–2 and 

a review by Bland and Schaefer (2012) and later by Soltani and Izquierdo (2019). 

Unpredictable change can be stimulating and informative. Take again our weather example 

from Chapter 1 Section 1.4.5. In England, we frequently talk about the weather—we have a 

constant level of volatility. If our environment is regularly changing, it demands that we learn 

about it faster (if we want to avoid the sudden showers). This type of learning is characterised 

by adaptive behavioural responses (Soltani & Izquierdo, 2019). Adaptive learning betters our 

situation, sharpening our understanding of internal signals such as tissue deficits like pain or 

thermoreceptive feedback like being cold, and pairing these with appropriate actions, such as 

avoiding harm or the acquisition of a warm and dry environment (Averbeck & Costa, 2017). 

The statistical framing of inference and learning has driven an influential series of experiments 

examining how we monitor the uncertainty of our beliefs and how these differently affect the 

learning process during adaptive decision making (Behrens et al., 2007; Mathys et al., 2014; 

McGuire et al., 2014; Nassar et al., 2010; Piray & Daw, 2020a; Soltani & Izquierdo, 2019). 

 

Consequently, investigating both individual differences and group differences using 

computational modelling has become an increasingly popular approach to understanding how 

both healthy affective states and psychiatric disorders alter this computational process through 

abnormal learning signals like pwPEs (Brazil et al., 2017; Browning et al., 2015; Cole et al., 

2020; Deserno et al., 2020; Diaconescu et al., 2020; Farashahi et al., 2017; Huys et al., 2021; 

Iglesias et al., 2013; Katthagen et al., 2018; Lawson et al., 2020; Lawson et al., 2014; Paliwal 

et al., 2019; Piray, Ly, et al., 2019; Powers et al., 2017). Our aim here is to expand upon 

previous work showing adaptive learning difficulties in subclinical trait anxiety in an aversive 

learning setting with changing volatility levels (Browning et al., 2015). We investigate the effect 

of high levels of trait anxiety on reward-based learning signals in an environment with set 

volatility. We additionally focus on providing neuromagnetic evidence of the oscillatory 



correlates of altered computational learning signals in trait anxiety, in line with PC theory 

(Bastos et al., 2012, 2015, 2020) and our recent work inducing transient states of anxiety in 

the lab (see Chapters 2–3, Hein & Ruiz, 2021). 

 

In clinical work so far, changes to model-based decision making in response to reward have 

primarily been examined against the backdrop of anhedonia and motivational states in 

depression (Bishop & Gagne, 2018; Cooper et al., 2018; Harlé et al., 2017; Treadway et al., 

2012). As mentioned above, instead of changes to reward processing, anxiety is more 

commonly linked with aversion sensitivity (Harlé et al., 2017; Olvet & Hajcak, 2008). However, 

studies concerning stress and trauma have demonstrated that the distinction between threat-

related sensitivity in anxiety and decreased responsiveness to reward are not mutually 

exclusive (Nawijn et al., 2015). Also, recent experimental work inducing anxiety in the lab has 

been shown to incite reduced reward responsiveness and reward-based maladaptive beliefs 

in learning behaviour and neural dynamics (see Chapter 2 and Bogdan & Pizzagalli, 2006; 

Bublatzky et al., 2017; Hein et al., 2021; Robinson, Overstreet, et al., 2013; Sporn et al., 2020).  

 

On the one hand, we know a lot about anxiety and how it shapes learning from negative and 

punishing events (Grillon et al., 2019; Robinson et al., 2019). Anxious people are biased 

toward threat stimuli (Cisler & Koster, 2010), are intolerant to uncertainty (Carleton et al., 

2012), and expect negative events and outcomes (Paulus & Yu, 2012). Grupe and Nitschke 

(2013) offered one explanation for this negative expectation bias: anxiety disrupts the 

encoding of PE transmission, leading to impaired belief updates about aversive or negative 

events—although this has since been questioned in light of new evidence (Bishop & Gagne, 

2018). A simple hypothesis from Raymond et al. (2017) states that anxiety may increase the 

likelihood of repeating actions that avoid aversive outcomes.  

 

Evidence from the computational modelling of Bayesian inference during sequential decision 

making has revealed how anxious participants model the dynamic parts of their environment, 

and these models can further infer upon their individual learning characteristics. While learning 

from aversive outcomes, one elegant paper demonstrated that high trait anxiety produces 

inflexible learning rate adaptation (Browning et al., 2015). The learning style from the high trait 

anxious group was a reduced capability to adjust outcome expectations between stable and 

unstable probabilistic outcomes. Moreover, Browning et al. (2015) revealed how volatility 

correlated with pupil diameter changes in their low trait anxiety control group. This pupil 

response, however, was relatively dampened in the high trait anxiety group (Browning et al., 

2015). These results imply two conclusions: i) that highly trait anxious individuals may 

experience general impairments in utilising the higher-order statistics of aversive 



environments (Raymond et al., 2017), and ii) that this results in interferences with learning 

rate adaptation as expressed by one physiological marker of volatility tracking, pupil diameter 

changes—with volatility known to drive learning rate changes (Aston-Jones & Cohen, 2005; 

Behrens et al., 2007; Vincent et al., 2019; Zénon, 2019). A subsequent study by Pulcu & 

Browning (2017) replicated these behavioural modelling results, showing impeded learning 

rate adaptation, but with respect to reward loss. One explanation is that anxious learners 

estimate an elevated degree of environmental change in all encountered environments 

(Bishop & Gagne, 2018). 

 

On the other hand, how anxiety interferes with learning from reward-based signals remains 

largely overlooked, especially from a computational perspective (Paulus & Stein, 2006). While 

behaviours that actively seek reward can be impoverished in anxiety—a negative corollary of 

threat avoidance (Bishop & Gagne, 2018; Bublatzky et al., 2017; Raymond et al., 2017)—the 

ability of anxious participants to efficiently learn from rewarding signals with no loss or 

punishment outcomes while in an uncertain and volatile environments remains understudied. 

One paper provided evidence extending that of Browning et al. (2015) and Pulcu & Browning 

(2017) in high and low trait anxious participants, further confirming the overall misestimation 

of uncertainty and suboptimal decision making but in a reward-learning context (Huang et al., 

2017). In addition to that, our recent work has explored this by inducing states of anxiety in 

the lab and controlling for trait anxiety levels (Hein et al., 2021; Sporn et al., 2020). By using 

the threat of an upcoming social stress test, Hein et al. (2021) provided support for overall 

poorer reward-based learning in a temporarily anxious group. Moreover, behavioural 

modelling revealed that state anxiety lowered the overall learning rate through reduced tonic 

volatility estimates (the size of belief updates on the stimulus outcome level), further 

maladaptively increasing the precision of posterior beliefs about the tendency of reward and 

producing biased increases to environmental and volatility uncertainty (Hein et al., 2021).  

 

Since the PE signals associated with PC and reinforcement learning have clear neural 

signatures (Huang & Rao, 2011; O’Doherty et al., 2004; Raymond et al., 2017; Schultz et al., 

1997), tracking those signals using electrophysiology and neuroimaging is a powerful means 

to understand hierarchical learning from uncertainty—especially when applied to detect 

between-group differences in anxiety (Robinson, Overstreet, et al., 2013). In healthy subjects, 

the neural correlates of hierarchically organised PE learning have been quite well established. 

A study by Iglesias et al. (2013) used PE quantities from a probabilistic reversal learning task 

to explain functional magnetic resonance imaging (fMRI) BOLD responses, revealing a neural 

hierarchy of lower level PEs about the stimulus outcomes and higher level PEs about stimulus 

probabilities. This has since motivated considerable research into the neural correlates of 



computational learning quantities in the brain (Cole et al., 2020; Deserno et al., 2020; 

Diaconescu, Litvak, et al., 2017; Diaconescu, Mathys, et al., 2017; Diaconescu et al., 2019; 

Henco et al., 2020; Iglesias et al., 2021; Kolossa et al., 2015; Liu et al., 2021; Maheu et al., 

2019; Mars et al., 2008; Nassar, Bruckner, et al., 2019; Nassar, McGuire, et al., 2019; Powers 

et al., 2017; Stefanics et al., 2018; Weber et al., 2020).  

 

The neural signatures of feedback-based learning across prefrontal regions broadly overlap 

with the neural circuitry of anxiety (Robinson et al., 2019). Anxiety is known to dampen 

responses from the prefrontal cortices interfering with cognitive control (Bishop, 2009; Forster 

et al., 2015) and to disrupt the balance of amygdala responses, related to emotional appraisal 

(Bishop, 2007). Several researchers have also linked the amygdala with associative learning, 

potentially controlling the learning rate and, more broadly, uncertainty over environmental 

change (Averbeck & Costa, 2017; Holland & Gallagher, 1999; Homan et al., 2019; Li et al., 

2011; Phelps et al., 2014; Roesch et al., 2012). As anxiety is an affective state, this may link 

reported anxiety-induced changes to volatility estimates (Browning et al., 2015; Huang et al., 

2017; Pulcu & Browning, 2017) with amygdala modulations. But without further evidence from 

computational regressors and fMRI data, these links remain speculative.  

 

A study using a two-choice prediction task and fMRI reported higher levels of BOLD activity in 

the anterior cingulate cortex (ACC) and medial prefrontal cortex (mPFC) in high trait anxiety 

participants in response to periods of low learning rate relative to lower trait anxious 

participants (Paulus et al., 2004). The ACC and posterior medial frontal cortex (pMFC) have 

been shown to encode information about beliefs using EEG (Holroyd et al., 2003; Kennerley 

et al., 2009; Montague et al., 2004; Yeung et al., 2005), with reward-based PEs in frontal 

medial electrodes exhibiting a negative ERP response (Cohen et al., 2007; Holroyd & Coles, 

2002)—specifically in the ACC, located utilising trial based analysis of both EEG and fMRI 

data (Debener et al., 2005).  

 

Later, using EEG and a probabilistic response and inhibition (go/no-go) task with both rewards 

and punishments, Cavanagh et al. (2019) demonstrated improved avoidance learning in high 

trait anxiety. The authors showed a closer relationship between negative PEs and ERP 

responses to punishment in anxiety, and further with theta-band (4–8 Hz) oscillatory changes 

linked with dorsal midline premotor regions (Cavanagh et al., 2019). This evidence aligns with 

prior work on anxiety and changes to Pavlovian-instrumental responses, and also to increased 

frontal midline theta responses to signals of control in anxiety when using punishing outcomes 

(Cavanagh et al., 2017; Cavanagh & Shackman, 2015; Mkrtchian, Roiser, et al., 2017). 

However, in that study’s context using Pavlovian responses to punishments and rewards, 



Cavanagh et al. (2019) reported that only depression was associated with reduced reward-

related delta (1–4 Hz) oscillatory changes. However, few studies have examined the 

behavioural and neural responses to isolated reward feedback in anxiety. 

 

Our EEG study in Chapter 2 (Hein et al., 2021) reported that state anxiety did not significantly 

modulate single-trial ERP signals explained by pwPEs about rewards—as shown across 

frontocentral and central and left parietal regions in controls. This lack of significant ERP 

response in state anxiety is partially consistent with the attenuated neural responses in 

prefrontal regions reported in anxiety (Bishop, 2009; Forster et al., 2015; Grupe & Nitschke, 

2013). Additional fMRI evidence supporting this dampened PFC response to reward in anxiety 

comes from post-traumatic stress disorder, where reduced activation of reward-processing 

areas (nucleus accumbens and mesial PFC) has been reported (Sailer et al., 2008). Moreover, 

a recent study using transcranial direct current stimulation across the dorsolateral prefrontal 

cortex of healthy participants increased reward-based learning rates, potentially showing that 

stimulation of the underactive areas that overlap with anxiety may improve engagement with 

reward, relevant to both depression and anxiety (Overman et al., 2021). However, much more 

evidence of the effects of anxiety on the neural correlates of predictions and pwPE signals 

about reward is needed.  

 

Here we expand upon the modelling research of others in subclinical anxiety (Browning et al., 

2015; Huang et al., 2017; Pulcu & Browning, 2017) and our electrophysiological work in state 

anxiety using both trial-wise ERP (see Chapter 2, Hein et al., 2021) and continuous time-

frequency responses (see Chapter 3, Hein & Ruiz, 2021; Sporn et al., 2020) to investigate 

the effect of subclinical trait anxiety levels on reward-based learning in a volatile environment. 

In addition to examining how high levels of trait anxiety affect reward learning and model 

estimates of behavioural responses, we test how high trait anxiety levels shape the 

associations between reward-based predictions and pwPEs and neural oscillatory activity 

using high-resolution MEG recordings. Our additional motivation to record neuromagnetic data 

was to analyse the sources of the oscillatory correlates of pwPEs in a follow-up analysis by 

combining MEG responses with MRI scans. 

 

Neural oscillations are thought to underlie atypical processes in several clinical disorders 

(Ronconi et al., 2020; Uhlhaas & Singer, 2010, 2012). At rest, those with high trait anxiety 

have been shown to exhibit increased alpha power, with separate peaks at both 8–9 Hz and 

11 Hz, and decreased delta power (Knyazev et al., 2004). This anticorrelated relationship 

between alpha and delta is also related to behavioural inhibition and the vigilant detection of 

potential threat in the environment (Knyazev et al., 2002; Knyazev & Slobodskaya, 2003). 



Rumination has been associated with theta (4–8 Hz) and beta band (13–30 Hz) oscillations 

(Andersen et al., 2009; Pavlenko et al., 2009), while increased beta oscillations have been 

linked with fixity of thought (Abramowitz et al., 2009; Engel & Fries, 2010; Hamilton et al., 

2015; Lang et al., 2015; Williams, 2016). By inducing an anxiogenic state in the lab, we have 

shown that atypical increases in beta power and burst rate can explain reductions in the 

magnitude of pwPEs while learning about reward in a motor learning task (Sporn et al., 2020). 

And more recently, in Chapter 3 (Hein & Ruiz, 2021), we complemented these findings by 

linking biased predictions about the tendency of reward in state anxiety to amplified beta 

oscillations and increased beta oscillations while encoding pwPEs that may represent the 

inhibition of pwPEs.  

 

In Bayesian PC accounts of learning, there is accumulating evidence from human MEG/EEG 

and monkey electrocorticography studies suggesting that feedforward PE signals are encoded 

by faster gamma oscillations (>30 Hz), while backward descending predictions are expressed 

in lower alpha (8-12 Hz) and beta-band (13-30 Hz) oscillations (Alamia & VanRullen, 2019; 

Arnal & Giraud, 2012; Auksztulewicz & Friston, 2016; Bastos et al., 2012, 2015, 2020; Bauer 

et al., 2006; Brodski et al., 2015; Cao et al., 2017; Friston, 2005; Mayer et al., 2016; Pinotsis 

et al., 2016; Van Kerkoerle et al., 2014; van Pelt et al., 2016; Wang, 2010). Alpha and beta 

band activity is usually associated with afferent inhibitory effects that gates sensory processing 

(Arnal & Giraud, 2012; Jensen et al., 2012; Jensen & Mazaheri, 2010; Sedley et al., 2016; van 

Ede et al., 2011). While gamma-band activity—predominant in superficial layers—mediates 

the propagation of feedforward PE signals (Arnal & Giraud, 2012; Bastos, Litvak et al., 2015; 

Bauer et al., 2014; Engel et al., 2001; Michalareas et al., 2016; Sedley et al., 2016; Todorovic 

et al., 2011; van Pelt et al., 2016; Wang, 2010).  

 

This is most evident in visual cortex studies where asymmetry is shown between alpha- and 

beta-band synchronisation in infragranular layers and gamma-band in supragranular layers, 

with alpha-beta, functionally inhibiting the processing of sensory input spiking, suppressing 

gamma rhythms (Arnal & Giraud, 2012; Bastos et al., 2012, 2015; Buffalo et al., 2011; Gould 

et al., 2011; Michalareas et al., 2016; Roberts et al., 2013; Xing et al., 2012). More recent work 

has also shown that precision weights on PEs are regulated in alpha and beta oscillations 

(Palmer et al., 2019; Sedley et al., 2016). Consequently, as precision values weight the 

transmission of PEs (Feldman & Friston, 2010), the composite pwPE signal may, as some 

experiments show, be represented in gamma and alpha/beta changes (Auksztulewicz et al., 

2017; Sporn et al., 2020).  

 



Crucially, the reward-related frequency correlates of pwPEs and predictions has been largely 

overlooked. Whether these rhythmic attributes in the PC framework represent one neural 

process by which anxiety biases belief updating and compromises learning is an unanswered 

question. In our work in Chapter 3 and Sporn et al. (2020), we found beta oscillations were 

atypically increased in state anxiety during the encoding of pwPEs. In Chapter 3 we also 

reported amplified beta activity from predictions about reward in state anxiety. This provides 

evidence that reward-based pwPE and prediction signals can be tracked in low-frequency 

oscillations—as outlined by the PC framework. However, similarly to Palmer et al. (2019), we 

did not observe gamma frequency changes using EEG. Potentially, reward-related pwPE 

signals did not modulate gamma activity in our EEG recordings. An alternative explanation, 

however, is that our EEG recordings were not sufficiently sensitive to detect reward-based 

prediction errors. We address this here by utilising MEG to confirm whether gamma-band 

activity is involved with reward-based pwPEs, and also for the future aim of investigating the 

sources of these oscillatory correlates. 

 

To achieve this, we tested a low and high subclinically anxious group on a reward-based 

learning task. Behavioural responses were modelled using the Hierarchical Gaussian Filter 

(HGF), a model of perception and learning that includes reinforcement learning and Bayesian 

models (Mathys et al., 2011, 2014). We then extracted HGF estimates of predictions and 

pwPEs and used them as input to a convolution model to reveal the oscillatory activity 

modulated by these computational learning quantities (Litvak et al., 2013). We hypothesised, 

in line with our previous work in state anxiety, that high trait anxiety would amplify alpha/beta 

responses associated with predictions and pwPEs relative to low trait anxiety (Chapter 3, 

Sporn et al., 2020). Following Bayesian PC evidence in the sensory domain, we also explored 

changes to gamma activity during the encoding of reward-based pwPE signals (see 

Auksztulewicz et al., 2017; Bastos et al., 2018, 2020; Lundqvist et al., 2016, 2020; Miller et 

al., 2018; Palmer et al., 2019). 

 

Behaviourally, we predict that the state-anxiety-related disregarding of information about the 

reward outcomes found in Chapter 2 (Hein et al., 2021) will be replicated in our high trait 

anxious group, vitiating overall reward learning performance. We predict these effects will be 

driven by inflated estimates of environmental volatility, as previous work has suggested 

anxious learners overestimate volatility in all environments (Bishop & Gagne, 2018), 

corresponding with a recent theory about affective disorders being associated with 

misestimation of uncertainty (Pulcu & Browning, 2019).  

 

 



2. Methods  

 

2.1 Participants 

 

Our sample size of 44 participants (19 male) was informed by work using similar tasks and 

subclinical trait anxiety and recent experiments using both the HGF and MEG recordings 

(Auksztulewicz et al., 2017; Behrens et al., 2007; Browning et al., 2015; Hein et al., 2021). All 

participants were healthy and aged between 18 and 36 years (mean 23.1, SEM 0.73) with no 

reported psychiatric conditions. Ethical approval for this study was granted by the Department 

of Psychology (National Research University) Higher School of Economics (HSE, Russian 

Federation) and participants were recruited from the HSE. 12 

 

2.2 Assessments of anxiety 

 

Participants’ trait anxiety level was measured twice using Spielberger’s STAI inventory 

(Spielberger, 1983a): one assessment prior to attending the experiment as a selection 

procedure, and one before beginning the experiment (to correspond to the pre-screened 

level). Trait anxiety refers to a relatively stable metric of an individual’s anxiety level derived 

from the self-reported frequency of anxiety from past experiences (Grupe & Nitschke, 2013). 

Anxiety in subclinical populations is commonly measured using the STAI scale (Spielberger, 

1983a), a measure thought to reflect the general risk factor for an anxiety or emotional disorder 

(Grupe & Nitschke, 2013). This scale taps into the overall exaggerated perspective of the world 

as threatening, providing a good measure of how frequently a person has experienced anxiety 

across their life (Raymond et al., 2017).  

 

We used the trait anxiety scores as a selection process to form the two experimental groups: 

low trait anxiety (LTA, defined as a STAI score below 35) and high trait anxiety (HTA, defined 

as a STAI score above 40). Trait anxiety scores ranged between 24 and 65. The average 

anxiety scores for each group were LTA (mean 30.5, SEM 0.8) and HTA (mean 51.7, SEM 

1.5). Importantly, the experimental groups were not confounded by age and sex. The high trait 

anxiety group (HTA, mean age 22.6, SEM = 1.1) consisted of 12 females, while the low trait 

anxiety group (LTA,  mean age 23.7, SEM = 1.0)) consisted of 13 females. In addition to the 

trait inventory, measures of self-reported state anxiety using the STAI scale (X1, 20 items, 

 

12 This study was conducted between August 2020 – June 2021 and the study complied with stringent 

COVID-19 health and safety criteria described in an international protocol (led by NYU). 



Spielberger, 1983a) were taken prior to the experiment and after completing the experiment 

to assess whether state anxiety changed as a function of conducting the experimental task.  

 

In our previous work, we assessed heart rate variability (HRV) as a proxy measure for state 

anxiety (Hein et al., 2021). We calculated the coefficient of variation (CV = standard 

deviation/mean) of the difference intervals between consecutive R-peaks (inter-beat interval, 

IBI) extracted from the continuous electrocardiography (ECG) data as a metric of HRV. In 

previous empirical studies, states of anxiety have been shown to lower HRV and high 

frequency HRV (HF-HRV, 0.15 – 0.4 Hz, see Friedman, 2007; Gorman & Sloan, 2000; Hein 

et al., 2021; Sporn et al., 2020; Thayer et al., 1996). However, experiments on the association 

between trait anxiety levels and HRV/HF-HRV metrics have reported both reductions (Bleil et 

al., 2008; Miu et al., 2009; Mujica-Parodi et al., 2009) and small or inverse effects (Dishman 

et al., 2000; Narita et al., 2007). Thus, the relationship between trait anxiety and HRV remains 

unclear. Anxiety induced effects are primarily reported in anxiety disorders or responses to 

transient states of anxiety (Aikins & Craske, 2010; Chalmers et al., 2014; Fuller, 1992; Klein 

et al., 1995; Pittig et al., 2013; Quintana et al., 2016). In this study, we include a 

complementary analysis of both HRV and HF-HRV to supplement our self-report measures of 

trait and state anxiety. See section 2.6 MEG and ECG Recording and Pre-Processing for 

further details. 

 

2.3 Experimental design 

 

Our experiment tested the difference between two groups: HTA and LTA. These participants 

all performed a probabilistic binary reward-based learning task in a volatile learning setting 

(Behrens et al., 2007; de Berker et al., 2016; Iglesias et al., 2013). The session was split 

between an initial resting state block (R1: baseline) of five minutes and two experimental 

reward-learning task blocks consisting of a total 320 trials (TB1, 160 trials – TB2, 160 trials). 

During the continuous recording of MEG and ECG responses in the baseline block, 

participants were told to try to relax and fixate on a central point of the screen with their eyes 

open. 

 

Similarly to Chapter 2, participants needed to learn from changing probabilistic reward 

feedback by predicting whether a blue or orange image in a given trial was the rewarding 

stimulus (outcome win, 5 points reward – outcome lose, 0 points unrewarded). Participants 

were informed that the total sum of all their rewarded points would translate into monetary 

reward at the end of the experiment. The calculation for this remuneration was the sum total 

of winning points divided by six plus four hundred, given in Russian rubles ₽ (for example, 960 



points pays 960/6+400 = 560₽). The probabilistic relationship between the two stimuli was 

inversely proportional; if one image had a ground truth 0.9 probability of rewarding, the other 

image necessarily had a 0.1 probability of rewarding (p, 1−p). The mapping between the 

probability of reward and images changed 10 times across the total 320 trials every 26 to 38 

trials, with each contingency occurring twice. The possible contingencies were 0.9/0.1 and 

0.1/0.9, 0.7/0.3 and 0.3/0.7, and chance level 0.5/0.5, as in Chapter 2 and de Berker et al. 

(2016).  

 

For every trial, a blue and an orange stimulus were shown on the monitor. Their location was 

either to the right or left of centre, randomly generated in each trial. The maximum time allowed 

for a response before the trial timed out was 1300 ms ± 125 ms. In contrast to our previous 

EEG study (Chapters 2–3), responses here were given by using a button press with either 

the left or right thumb (corresponding to selecting either the left or right image). After a 

prediction was commissioned by the participant, the selected image was outlined in bright 

green for 1000 ms (± 200 ms) to indicate their response. After, feedback of the trial outcome 

was provided (win, green; lose or no response, red) in the centre of the screen for 1250 ms (± 

250 ms). To conclude a trial, a fixation cross was shown in the centre of the screen (1750 ms 

[± 250 ms]). Participants were told to select the image they believed would reward them to 

maximize reward across the 320 trials, and also to modify their selections in response to any 

inferred changes to their underlying probability. Prior to starting the experimental task blocks 

(TB1, TB2), each participant performed 16 practice trials and filled out the first state anxiety 

report. Between the two experimental task blocks, participants rested for a short self timed 

interval. After completing the second task block, participants filled out the second state anxiety 

report before finishing the experiment. 

 

2.4 Behaviour and modelling (The Hierarchical Gaussian Filter) 

 

To model behaviour, we used the Hierarchical Gaussian Filter (HGF, Mathys et al., 2011, 

2014, version 6.0.0). As with previous Chapters (2–4), we utilised a binary 3-level HGF 

perceptual model (Mathys et al., 2011) where (hidden) states in our reward-learning task 

perform Gaussian random walks, generating outcomes across time that are experienced by 

participants as stimuli (inputs). Following Chapter 4, we paired this perceptual model with two 

alternative softmax response models that map a participant’s beliefs to their decisions 

(Daunizeau, den Ouden, Pessiglione, Kiebel, Stephan, et al., 2010): i) with a fixed decision 

noise parameter ζ (shaping choice probability, for further detail see Eq. 21 in Chapter 2; 

Mathys et al. [2011]) ii) where ζ is equal to the exponential of negative log-volatility (𝑒−𝜇3
(𝑘)

), 



thus depending on trial-wise changes to volatility estimates—termed hereafter HGFμ3 

(Diaconescu et al., 2014). Here as in Chapters (2–4), subject-specific parameters (ω2, ω3, ζ) 

were estimated while κ, the phasic volatility parameter, was fixed to 1 (as the scale of x3 is 

arbitrary, see de Berker et al., 2016; Weber et al., 2020). Four free parameters (μ2
(0), σ2

(0), μ3
(0)

, 

σ3
(0)) determine the starting values of beliefs. All prior settings on hierarchical Bayesian model 

parameters are summarised in Supplementary Materials, Table 1). 

 

Using the prior parameter values (Supplementary Materials, Table 1) and series of inputs, 

maximum-a-posteriori (MAP) estimates of model parameters were then quantified and 

optimised using the quasi-Newton optimisation algorithm (Cole et al., 2020; Diaconescu et al., 

2014; Reed et al., 2020). 

 

2.5 Alternative models 

 

Our expectation given in previous chapters is that learning will be hierarchically coupled. 

However, as with previous Chapters (2–4), we reasoned that participants’ decisions when not 

undergoing an experimental anxiety manipulation may best be explained by simpler non-

hierarchical models. To address this, we compared a Bayesian family of models to a family of 

reinforcement learning algorithms (Cole et al., 2020; de Berker et al., 2016; Lawson et al., 

2020). For the Bayesian family, we included three models. The first was the binary 3-level 

HGF (HGF3) that captures volatility estimates and uses a set decision noise parameter for 

mapping beliefs to decisions (Mathys et al., 2011). The second was the 3-level HGF where 

decisions depend dynamically on estimated volatility (HGFμ3, see Diaconescu et al., 2014). In 

addition, we used a version of the HGF with only two levels (HGF2) where the third level 

volatility is fixed. For the family of reinforcement learning models, we used a reward-

maximising Rescorla-Wagner (RW) model with a fixed learning rate (see Chapter 1 and 

Rescorla & Wagner, [1972] for further details) and a Sutton K1 model (SK1) using a dynamic 

learning rate (Sutton, 1992). Model comparison was performed using random effects Bayesian 

model selection (BMS, see Stephan et al., 2009) using code from the MACS toolbox (Soch & 

Allefeld, 2018). 

 

2.6 MEG and ECG Recording and Pre-Processing 

 

Using a whole-head Elekta Neuromag VectorView MEG scanner (Elekta AB, Stockholm, 

Sweden) we recorded magnetic fields using 306-sensors (102 magnetometers, 204 planar 

gradiometers) with a sampling rate of 1000 Hz. We examined only the magnetometers (the 

portion of the magnetic field perpendicular to the sensor’s coil) as we aimed to follow up these 



analyses by source localising the MEG signals, and magnetometers are more sensitive to 

deeper cortical sources than planar gradiometers (Hansen et al., 2010; Parkkonen et al., 

2009). Despite most superficial sources being well detected by both kinds of sensors, 

magnetometers measure fields from a wide distance and are more sensitive to distant 

sources. (Though see a recent study showing that after signal space separation [SSS] both 

express the same information, Garcés et al., 2017).  

 

To denoise the MEG data and control for head movements we used a head-position indicator 

(4 coils affixed to the head, 2 placed on the top of each side of the forehead, and 2 on the 

mastoid process of each side) and the Elekta MEG workstation’s MaxfilterTM (Elektra 

Neuroscience, 2010). Eye movements were controlled using an electrooculogram (EOG) by 

applying 4 electrodes recording continuously. Two horizontal EOG electrodes were affixed to 

each side of the temple, while the 2 vertical EOG electrodes were affixed to above and below 

one eye. Also, two electrodes were used for electrocardiography (ECG) recording. One 

electrode was placed on the sternum, while the other was placed on the left side beneath the 

rib cage. These ECG electrodes were placed in a two-lead configuration (Moody & Mark, 

1982) calibrated to fit the Einthoven triangle (Wilson et al., 1931).  

 

In addition, we preprocessed the data using the FieldTrip toolbox (Oostenveld et al., 2011) by 

high-pass filtering at 0.5Hz for low drifts (Butterworth filter [IIR]) and notch-filtering at 50Hz to 

remove power line noise. We also downsampled to 250 Hz and removed artefacts using 

independent components analysis (ICA, fastICA algorithm) and removed on average 3.08  

components (SEM 0.08). Subsequently, the continuous MEG signals were epoched around 

outcome onsets (win, lose, no response) and around stimuli onset (blue, orange image) from 

−500 to 2000 ms. Due to a low signal-to-noise ratio associated with technical issues during 

the MEG recording (estimated as in Vidaurre et al., 2020), five participants were excluded 

from our MEG analysis. In the remaining sample of 39 participants, we excluded noisy epochs 

exceeding +/− 3 standard deviations of the median femtotesla (fT, 10–15 tesla) signal. In 

addition, we identified and removed by visual inspection any excessively noisy trials, with the 

total number of rejected trials in each participant not exceeding 10% of the total number of 

trials recorded (~32 trials). 13  

 

We extracted cardiac events (the QRS-complex, R wave peak) from the continuous ECG data 

using the FieldTrip toolbox. Afterwards, we calculated the latency of each R-peak and 

 

13 Cleaned MEG and preprocessed behavioural data files are available in the Open Science Framework 

Data Repository: https://osf.io/b4qkp/  

https://osf.io/b4qkp/


calculated the CV of the inter-beat interval (IBI), our proxy metric for HRV across both 

experimental task blocks. The CV for each participant was normalised to the resting state 

block (R1: baseline). To estimate the high frequency content of the HRV (HF-HRV) we used 

the IBI time series. First, we interpolated at 1Hz with a spline function (order 3), and 

subsequently estimated spectral power using Welch's periodogram method (Hanning window, 

following Rebollo et al., 2018). Estimates of power were normalised to the average power in 

R1 and converted to decibels (dB) for statistical analysis. 

 

2.7 Spectral Analysis 

 

We first tested the average spectral power between our high trait anxiety and low trait anxiety 

groups in the first resting state block (baseline: R1). Using the raw data, we calculated the 

standard power spectral density within 1–90 Hz (fast Fourier transform, Welch method, 

Hanning window of 1 s, 125% overlap) and converted it into decibels (dB: 10*log10). 

Afterwards, we tested how HGF predictors modulated the “phasic” changes in the time-

frequency (TF) representations during the experimental task blocks. 

 

To achieve this, similarly to Chapter 3, we estimated standard TF representations of the 

continuous MEG data using Morlet wavelets. TF spectral power was extracted between 8 and 

90 Hz. For alpha (8–12 Hz) and beta (13–30 Hz) frequency ranges we used 5–cycle wavelets 

shifted every sampled point in bins of 2 Hz (Kilner et al., 2005; Litvak et al., 2011; Ruiz et al., 

2009). For gamma band activity (31–90 Hz), 7-cycle wavelets sampled in steps of 2 Hz were 

used. 

 

After transforming the MEG continuous signal to TF representations, we used linear 

convolution modelling for oscillatory responses to model the continuous TF data (Litvak et al., 

2013). Our approach was identical to that taken in Chapter 3, to use trial-wise regressors from 

the HGF (model estimates of predictions and pwPEs) to examine their effect on the oscillatory 

responses while controlling for the modulation induced by the stimuli presentation, outcome 

feedback (win, lose), and response regressors. Potentially, in line with Chapter 3, a prediction 

is formed and represented in the frequency response of the brain somewhere between the 

stimuli presentation and the outcome resolution, co-occurring with response commission. As 

the convolution approach can isolate and distinguish between overlapping events, it is ideal 

for analysing the expression of predictions in MEG data.  

  

For a more in-depth treatment of our convolution general linear model (GLM) approach see 

Section 2.6 of Chapter 3. It is sufficient here to mention that the convolution GLM approach 



seeks to explain our continuous TF transformed MEG signals across time as a linear 

combination of explanatory variables (regressors like HGF model estimates of predictions and 

participant responses) and residual noise (see Litvak et al. [2013] for further details). In this 

way, the convolution GLM method estimates coefficients (β) for each regressor and frequency 

using ordinary or weighted least squares. The resulting TF images can be interpreted as 

deconvolved TF responses to particular event types and parametric regressors. 

 

The procedure for performing convolution modelling is informed by code developed by Spitzer 

et al. (2016). 14 To adhere to the GLM error assumptions (see Kiebel et al., 2005; Litvak et al., 

2013) we first needed to convert the spectral power to amplitude by executing a square-root 

transformation. After, we coded a matrix of discrete regressors denoting the stimuli 

presentation, the participant’s prediction (response: left, right, no response), the feedback from 

the prediction (outcome: win, lose), and the two parametric regressors extracted from the 

sequence of estimates from the HGF model: unsigned predictions on level 2 (|�̂�2|) about the 

tendency towards a stimulus-reward contingency (henceforth: ‘predictions’) and precision-

weighted prediction errors (pwPEs) about stimulus outcomes encoding the magnitude of the 

belief update about the reward contingency  (|ε2|, henceforth: ‘pwPEs’).  

 

Similarly to Chapter 2, we found extremely high linear correlations between the second level 

HGF estimates of pwPE about stimulus outcomes and the third level pwPEs about 

environmental change (ε3), and high linear correlations between predictions on the second 

level about the reward outcomes and predictions about volatility on the third level (|�̂�3|). For 

pwPEs, the Pearson correlation coefficients ranged from 0.67 to 0.95 among all 44 participants 

(mean 0.86, SEM 0.01). And for predictions the range was −0.95 to 0.37 (mean −0.66, SEM 

0.05) for the Pearson correlation coefficients in 44 participants. Because of this significant 

multicollinearity, both pwPE and predictions on level 3 have been excluded from subsequent 

analysis (for further information on the effect of multicollinearity among regressors on the GLM, 

we refer the reader to Chapter 2 and Mumford et al. [2015] and Vanhove [2020]). The 

remaining second level HGF pwPE and prediction regressors were uncorrelated (<0.25, mean 

−0.05, SEM 0.01, similar to Chapter 3 and Auksztulewicz et al., 2017; Iglesias et al., 2013; 

Vossel et al., 2015). 

 

Informed by our previous work in state anxiety, the pwPE convolution model here was 

estimated using a window from −500 to 1800 ms relative to the outcome event, but this window 

was subsequently refined for the statistical analysis based on our previous findings (Chapter 

 

14 Available at https://github.com/bernspitz/convolution–models–MEEG  

https://github.com/bernspitz/convolution%E2%80%93models%E2%80%93MEEG


3). For predictions, we similarly used the results from Chapter 3 to motivate focusing only on 

a stimulus-locked analysis, running convolution modelling from −500 to 1800 ms. In all 

convolution analyses (alpha, beta, gamma), each discrete and parametric regressor was 

convolved with a 20th-order Fourier basis set (40 basis functions, 20 sines and 20 cosines), 

following our Chapter 3 gamma approach and Litvak et al. (2013). Each convolution model, 

(outcome-locked and stimulus-locked) was run between −500 to 1800 ms affording the GLM 

to resolve modulations up to ~9.7 Hz (20 cycles / 2.3 seconds; or ~103 ms). 

 

2.8 Statistical Analysis 

 

For model-free and model based analysis, we followed a similar process to Chapter 2 to 

examine differences in behavioural and computational model variables between our group 

factor (low trait anxiety, LTA; high trait anxiety, HTA) and block (TB1, TB2). Our dependent 

variables (DVs) were i) averaged model-free behavioural data over task blocks (error rates, 

reaction time: RT); ii) coefficient of variation (CV) and spectral measures (expressed in dB) of 

HRV (normalised to R1 baseline, averaged over task blocks); iii) averaged HGF model 

estimates over task blocks of computational trajectories: a) informational uncertainty about the 

stimulus outcomes x2 (σ2); b) belief estimates about volatility (mean, μ3, and variance, σ3); and 

c) environmental uncertainty: exp(κμ3 + ω2)  i.e.,  the  volatility  of  the  environment; iv) HGF 

perceptual model parameter quantities ω2 and ω3. We used non-parametric factorial 

synchronised permutations tests (Basso et al., 2007) with 5000 permutations to test the main 

effects and interactions in our DVs i-iii, and used planned pair-wise comparisons using 

permutation tests (5000 permutations) for DV iv (ω2 and ω3). Following Chapter 4, in the event 

that code for our preferred N x 2 non-parametric factorial tests based on synchronised 

permutations are not available (where N > 2), we instead use 2 x 2 analysis of variance 

(ANOVA).  

 

To address the multiple comparisons problem, where it arises, we control the false discovery 

rate (FDR) using an adaptive linear step-up procedure set to a level of q = 0.05 providing an 

adapted threshold p-value (PFDR, Benjamini et al., 2006). In the results section below, we 

provide the mean and standard error of the mean (SEM) for our dependent variables with 

estimates of the non-parametric effect sizes for pair-wise comparisons and associated 

bootstrapped confidence intervals (Grissom & Kim, 2012; Ruscio & Mullen, 2012). As in 

Chapters 2–4, the within-group effect sizes used the probability of superiority for dependent 

samples (Δdep) while the between-group effect sizes used the probability of superiority (Δ, see 

Grissom and Kim [2012]).  

 



For MEG responses, we used the FieldTrip Toolbox for statistical analysis (Oostenveld et al., 

2011) by converting the SPM TF images (in arbitrary units, a.u.) to a Fieldtrip structure. We 

first examined the difference in raw spectral power at rest (R1: Baseline) between HTA and 

LTA by testing the average in each frequency band (delta 1–3 Hz, theta 4–7 Hz, alpha 8–12 

Hz, beta 13–30 Hz, low gamma 31–49Hz, high gamma 51–90 Hz) using a cluster-based 

permutation approach (Maris & Oostenveld, 2007; Oostenveld et al., 2011). After, we 

performed 3D statistical tests in 102 magnetometers in alpha and beta (8–30 Hz) and gamma 

(31–90 Hz) frequency bands across time using a cluster-based permutations (Maris & 

Oostenveld, 2007; Oostenveld et al., 2011).  

 

Informed by our results of the modulation of time-frequency responses in state anxiety from 

Chapter 3, we tested within and between-group effects independently. Here, dependent-

samples two-sided tests were used to assess the within-group changes in oscillatory 

responses by HGF regressors (t-distribution critical value threshold: 2.5th and 97.5th quantiles). 

As highlighted in Chapter 3, time-frequency images in convolution modelling for oscillatory 

responses are not baseline corrected by subtraction or division by the average baseline level 

but are rather estimated comparably with post-event activity. This is achieved by incorporating 

the latency variation of events from the continuous recording (Litvak et al., 2013). Between-

group modulation of the HGF regressors on neural oscillations was tested using independent 

samples two-sided tests. We tested the hypothesis that high levels of trait anxiety would be 

associated with changes in alpha/beta activity and additionally explored whether there would 

be reduced gamma activity when compared to low trait anxious participants. 

 

For the dependent samples outcome-locked analysis of pwPEs, TF images were compared in 

a time window between 500 to 1000 ms relative to a baseline period averaged between −200 

to 0 ms. This window of analysis was motivated by the within-group effects in our experimental 

state anxiety group from Chapter 3 between 500–1000 ms. Similarly, in Chapter 3, the 

between-group effect of pwPE on neural oscillatory responses occurred approximately 

between 1000–1500 ms. Accordingly, here we used independent samples tests between 

1000–1500 ms post-outcome normalised by subtracting the average response in a.u. between 

−200 to 0 ms pre-outcome. 

 

The prediction regressor was examined by locking to the time of the stimulus. Informed by the 

results of Chapter 3, within-group changes were tested between 100–1000 ms relative to a 

baseline averaged between −200 to 0 ms pre-stimulus. Again, we controlled for the effects of 

the participant’s responses on the expression of activity modulated by predictions by including 

a response regressor in the convolution GLM. The independent samples equivalent for 



stimulus-locked analysis on the prediction regressor was carried out between 100–1000 ms 

baselined by subtracting the average response in a.u. between −200 to 0 ms pre-stimulus.  

To handle multiple comparisons across our time, sensor space and frequency, all analyses 

controlled the family-wise error rate (FWER) at level 0.05 (5000 iterations, Maris & Oostenveld, 

2007; Oostenveld et al., 2011). 

3. Results 

 

3.1 Measures of anxiety 

 

We found no correlation between trait anxiety scores and the HRV index (Spearman rank 

correlation, ρ = 0.19, P = 0.26) and no correlation between trait anxiety and high-frequency 

HRV (HF-HRV, 0.15 – 0.4 Hz, ρ = 0.19, P = 0.25). Factorial testing on the normalised HRV 

index was conducted using non-parametric 2 x 2 permutation tests with synchronised 

rearrangements. The results revealed there was no significant main effect of Group (P = 0.57), 

Block (P = 0.21) and interaction effect (P = 0.91, see Supplementary Figure 1A). Analysis of 

the spectral characteristics of the IBI time series using a non-parametric 2 x 2 factorial test 

also demonstrated no significant difference in HF-HRV for the main effect of Group (P = 0.78), 

Block (P = 0.68) and interaction effect (P = 0.08, see Supplementary Figure 1B). 

 

Subjective self-reported measures of state anxiety showed a significant main effect of the 

Group factor (HTA mean 35.4, SEM 1.9; LTA mean 27.9, SEM 1.1, P = 0). However there was 

no effect of the factor Block (P = 0.23) or interaction effect (0.22). This analysis demonstrates 

that the HTA were subjectively more anxious than LTA, both prior to and following the reward-

learning task.  

 

3.2 Model-free analysis 

 

3.2.1 Error Rate 

 

To assess overall reward learning performance we tested the error rate (number of ‘lose’ trials 

divided by the total number of trials) in each task block (TB1, 120 trials; TB2, 120 trials) using 

non-parametric factorial tests with synchronised rearrangements. This approach yielded a 

significant main effect of the factor Block (P = 0.002) and a significant interaction effect (P = 

0.004), but a trend level Group effect (P = 0.06, see Figure 1A).  

 



To explore the significant interaction effect, post-hoc analysis with pair-wise permutation tests 

revealed that the main effect of Group was driven by a significantly higher error rate in HTA 

during TB1 (mean 38.72, SEM 1.11) relative to LTA (mean 34.71, SEM 0.81, PFDR < 0.05, Δ = 

0.74, CI = [0.64, 0.89]). There was no significant difference between the two groups in TB2 

(LTA, mean 34.48, SEM 0.71; HTA, mean 33.44, SEM 0.95, PFDR > 0.05, see Figure 1A).  

 

Because LTA did not perform significantly better in TB2 relative to TB1 (despite the result of 

a significant main effect of the Group factor), this may suggest that this group reached an 

optimal task performance already in TB1, which could confound the results. To examine this 

further, we calculated the ‘optimal’ solution to our task by estimating the average error rate in 

TB1 given absolute knowledge of the ground truth changes in probabilistic contingencies. This 

simulated agent would have, on average across all series of observed inputs from all 

participants, an error rate of 26%, which is significantly lower than the LTA group rate (35%). 

This outcome demonstrates two points: i) the LTA group did not reach the ‘optimal’ level of 

performance during TB1 ii) both groups could improve performance from TB1 to TB2. We thus 

interpret these model-free results as poorer reward-learning performance in HTA relative to 

LTA in block 1, with faster learning about reward in HTA leading to a similar reward-learning 

performance by block 2.  

 

3.2.1 Reaction time 

 

Averaged reaction times (RT) were assessed in milliseconds (ms), revealing no significant 

main effects in our factor Group or interaction effect (P = 0.27, P = 0.44, respectively), 

consistent with our previous work in Chapters 2–4 and prior studies in anxiety (Bishop, 2009). 

In contrast to our previous Chapters 2–4, there was no significant effect of the factor Block (P 

= 0.23). Following Chapter 2, as a separate analysis in line with our lack of between-group 

differences in RTs, we tested both groups (HTA + LTA) average RT taken from the current 

trial for lose outcome and win outcome trials. In contrast to our previous results in Chapters 

2–4, the difference between the RT on lose trials (mean 466.04, SEM 22.81) and win trials 

(mean 459.33, SEM 22.52) was not significant (P = 0.74).  

 

As in Chapters 2–4, to show that classical attentional effects do not account for the between-

group differences in the percentage of errors in overall reward-learning performance reported 

above, we examined RT among the predictable (0.9–0.1) and unpredictable contingency 

phases (0.5–0.5). Anxiety-related attentional deficits during the task would be expressed by 

increases in RT in the 0.9–0.1 phase but not the 0.5–0.5 phase. To test this, we first averaged 

the RT independently in 0.5–0.5 and 0.9–0.1 probabilistic mappings from both blocks. After, 



we executed planned pair-wise permutation tests. These assessed the mean RT between 

HTA and LTA groups independently for each probabilistic mapping. For the 0.9–0.1 

probabilistic mapping there was no significant difference between HTA (mean 496.12, SEM 

16.21) and LTA (mean 512.56, SEM 17.62, P = 0.41). Similarly, no difference existed between 

the 0.5–0.5 probabilistic mapping in HTA (mean 497.35, SEM 17.49) and LTA (mean 523.14, 

SEM 20.78, P = 0.38). The results above are both consistent with our previous Chapters 2–4 

and with the conclusion that no deficit in classical attentional resources was driving poorer 

task performance in our HTA group (Prinzmetal et al., 2009). 

 

3.3 Bayesian model selection 

 

We extracted the log-model evidence (LME) for all participants (N = 44) in all models (HGF: 

3-Levels [HGF3], 2-Levels [HGF2], HGFμ3, Rescorla Wagner [RW], and the Sutton K1 [SK1]) 

and used the LME to conduct Bayesian model selection (BMS). The family of Bayesian models 

yielded stronger evidence (exceedance probability = 1; expected frequency = 0.94, see 

Figure 2) for explaining the task behaviour when compared with the reinforcement-learning 

models. Afterwards, we ran BMS comparing each Bayesian model (HGF3, HGF2, and HGFμ3). 

This procedure demonstrated that the HGFμ3 model was more likely to explain the data 

(exceedance probability = 1; expected frequency = 0.95, see Figure 2). Importantly, we 

confirmed that the HGFμ3 model was equivalently the best model at describing responses 

independently in each group (LTA exceedance probability = 1; expected frequency = 0.91; 

HTA exceedance probability = 1; expected frequency = 0.91). As with Chapter 3, this result 

revealed that each group’s task behaviour was best explained by the HGFμ3, permitting 

comparison of parameter estimates between groups.  

 

3.4 Model-based analysis  

 

3.4.1 High trait anxiety increases volatility belief estimates 

 

The mean of the belief distribution on level 3, μ3, represents mean estimates of volatility x3. 

The step size of x3 depends on the exponential of a positive constant parameter ω3
 (the lower 

ω3 the slower a participant updates their beliefs about volatility). We observed differences 

between the groups in model estimates of μ3, with a significant main effect of the factor Group 

(P = 0.003), but no significant Block (P = 0.84) or interaction effect (P = 0.92). Pair-wise 

permutation tests demonstrated higher estimates of volatility in the HTA group (mean −0.34, 

SEM 0.11) relative to the LTA group when averaging over experimental blocks (mean −0.67, 



SEM 0.11, P = 0.001, Δ = 0.71, CI = [0.52, 0.85], see Figure 2). No difference was found 

between groups in the associated parameter ω3.  

 

The higher posterior belief estimate of volatility in the high trait anxiety group represents a 

subjectively greater level of task environmental change in comparison to the low trait anxiety 

group. From our model comparison, the HGFμ3 model, which dynamically assimilates belief 

estimates about volatility across trials, provided a better account of the data. In the HGFμ3 

response model, if more volatility is estimated by a participant the inverse decision 

temperature parameter (β = 𝑒−𝜇3) becomes lower, leading to a noisier mapping between 

beliefs and responses and thus more exploratory behaviour. When a participant estimates 

lower levels of volatility in the probabilistic contingencies leading to reward, they will exhibit a 

more deterministic coupling between belief and response.  

 

Our results suggest that choice probability in the HTA group is more stochastic and exploratory 

as a higher level of volatility is estimated in that group relative to the LTA group. Also, this 

result reveals the importance of individual differences in belief estimates about volatility 

varying across trials and its impact on learning (Diaconescu et al., 2014). In addition, for trait 

anxiety, this result emphasises the use of a hierarchical model with a core function of volatility 

estimates for inferring the underlying environmental statistics and deciding upon responses.  

 

To further test this model-based result that describes more exploratory behaviour in HTA, we 

tested an additional model-free metric corresponding to exploratory response choice, the 

empirical switch rate (trial-to-trial response switches, see Aylward et al. [2019]). Several 

authors have also reported impaired switching strategies in anxiety (Ansari et al., 2008; Huang 

et al., 2017; Paulus et al., 2004; Xia et al., 2021). 

 

3.4.1.1 Empirical switch rate 

 

We first calculated the average probability of a response switch (e.g. choosing the blue 

(orange) image after having chosen orange (blue) in the previous trial) and the average 

estimate of volatility in all trials in each participant. Using a non-parametric Spearman rank 

correlation we revealed a highly significant relationship in these variables across participants 

(N = 44, ρ = 0.91, P = 3.3270e−18). We observed a similar outcome when separately testing 

correlations within the LTA group (ρ = 0.90, P = 2.6781e−06) and HTA group (ρ = 0.91, P = 

2.5989e−14). Permutation-based factorial testing on the switch rate revealed a significant 

main effect of the factor Group (P = 0.01) but not for Block (P = 0.23) or the interaction effect 

(P = 0.29, see Figure 1B). 



 

 

 

Figure 1. Trait anxiety modulates the percentage of reward learning errors and the empirical switch rate. A) High 

trait anxiety (HTA, yellow) increases the percentage of errors during reward learning relative to low trait anxiety 

(LTA, dark blue, P = 0.001). Each group is presented using the average with SEM bars and to the right are individual 

data points to display dispersion. LTA significantly increased the error rate in TB1 but not TB2 (PFDR < 0.05) and 

significantly dropped from TB1 to TB2 in HTA (PFDR < 0.05). Significant between-group differences are represented 

by black bars on the x-axis and significant within-group differences are identified by black bars and a ‘*’ symbol at 

the top. B) The empirical switch rate was calculated as trial-to-trial response switches from one image (blue, 

orange) to the other. HTA anxiety significantly raised the empirical switch rate relative to LTA (P = 0.01). Observed 

across both task blocks on the x-axis, the empirical switch rate appears larger in the first task block in HTA, which 

aids in the interpretation of the results that HTA increased volatility estimates and that the model-free error rate 

was significantly higher in HTA in TB1 but not TB2.  

 

 

Despite a significantly higher overall switch rate in HTA than LTA across both blocks (main 

effect of Group), in Figure 1B, we observe a higher empirical switch rate in TB1 in the HTA 

group compared to LTA and TB2. This observation can help in our interpretation of the model-

free results about the higher percentage of errors in HTA in TB1 and the overestimation of μ3 

in ΗΤΑ relative to LTA (main effect of Group). We interpret this as HTA estimating more 

changes in the reward environment, which in the HGFμ3 response model leads to more 

exploratory behavioural responses, observed initially in TB1 in increased switching responses. 

Higher volatility estimates in HTA were also associated with a higher percentage of errors in 

TB1. After, in TB2, HTA appears less ‘explorative’ and more ‘exploitative’ (fewer switches trial 

to trial, see Figure 1B), which is also reflected in their percentage of errors decreasing to an 

equivalent level with LTA. As an additional check, in Supplementary Figure 2 we present the 

empirical switch rate from each contingency block (0.9/0.1, 0.7/0.3 and 0.5) between groups.  

 

  



3.4.1.2 Empirical stay/switch rate by outcome 

 

Increased volatility and high learning rates may lead to participant responses exhibiting an 

interaction between response (stay, switch) and outcome (win, lose, see Huang et al., 2017; 

Jiang et al., 2018; Xia et al., 2021). To test this, we calculated the stay/switch rate following a 

trial’s outcome (win, lose). The interaction effect using a three-way repeated-measures 

ANOVA between the factors Group (LTA, HTA), Response (Stay, Switch), and Outcome (Win, 

Lose) was significant (F(1,41) = 5.9, P = 0.02, see Supplementary Figure 3). Post-hoc testing 

using pair-wise permutation tests revealed that HTA are significantly more likely to switch after 

a win trial (mean 0.06, SEM 0.09) compared with LTA (mean 0.21, SEM 0.01, PFDR < 0.05, Δ 

= 0.65, CI = [0.51, 0.85]). Also, HTA had a significantly lower stay rate following wins (mean 

0.56, SEM 0.01) relative to LTA (mean 0.6, SEM 0.01,  PFDR < 0.05, Δ = 0.68, CI = [0.52, 

0.87]). In addition, the HTA group had a significantly higher switch rate after a lose trial (mean 

0.21, SEM 0.01) compared with LTA (mean 0.12, SEM 0.01, PFDR < 0.05, Δ = 0.72, CI = [0.56, 

0.86]). HTA also stayed significantly less after a lose trial (mean 0.18, SEM 0.01) relative to 

LTA (mean 0.21, SEM 0.01, PFDR < 0.05, Δ = 0.68, CI = [0.53, 0.84]). 

 

Analysis of the empirical switch rate as a function of the preceding trial’s outcome reveals that 

the HTA group switches more from both win and lose trials while also staying less in response 

to win and lose trials. We interpret this according to the results that HTA exhibits higher 

estimates of volatility and the HGFμ3 response model leading to more ‘exploratory’ switching 

behavioural responses, even in cases in which switching is unwarranted (e.g. following a win 

outcome). 

 

3.4.2 Amplified informational uncertainty about the stimulus outcomes in high trait 

anxiety 

 

Informational (belief) uncertainty about the stimulus outcomes, σ2, depends on the volatility 

estimate μ3 from the preceding trial (among other quantities, see Eq. 11 and 13 in Mathys et 

al., 2014). Factorial analysis with synchronised rearrangements showed a significant main 

effect of the factor Group (P = 0.02), but no Block (P = 0.39) or interaction effect (P = 0.81). 

When comparing the blocks-average σ2 between groups, pair-wise permutation tests revealed 

the HTA group (mean 1.53, SEM 0.14) significantly increased σ2 relative to LTA (mean 1.21, 

SEM 0.13, P = 0.01, Δ = 0.71, CI = [0.55, 0.83], see Figure 2). The higher belief uncertainty 

about the stimulus outcomes in the HTA group translates to a greater influence on the update 

equations for beliefs about x2 and consequently faster learning on that level—potentially driven 

by higher volatility estimates. 



 

3.4.3 Environmental uncertainty is higher in high trait anxious individuals 

 

Uncertainty about the task environment relies on the quantities ω2 (tonic volatility) and the trial 

by trial estimates of volatility μ3
(k-1) (see Eq. 13–14 in Mathys et al., 2014), here as in Chapter 

2 κ was set to one). In that way, environmental uncertainty is driven by changes to the task 

environment, with subjectively estimated higher levels of volatility generating more 

environmental uncertainty. Permutation-based factorial testing revealed a significant main 

effect of the factor Group (P = 0.03), but not for the Block (P = 0.65) or interaction effect (P = 

0.85). Follow-up pair-wise permutation tests of the Group factor averaging over task blocks 

demonstrated that the HTA group had greater environmental uncertainty (mean 0.49, SEM 

0.07) when compared with LTA participants (mean 0.34, SEM 0.06, P = 0.03, Δ = 0.67, CI = 

[0.54, 0.83], Figure 2). There was, however, no significant difference between groups in the 

related parameter ω2, the expected tonic uncertainty on level 2.  

 

 

 

Figure 2. Bayesian Model Selection and Hierarchical Gaussian Filter Results. A) Bayesian model 

selection (BMS). The panels to the left show the model frequency and exceedance probability for the 

family of models ‘HGF Fam’ consisting of the 2-level HGF (HGF2), the 3-level HGF (HGF3), and the 3-

level HGF informed by trial-wise estimates of volatility (HGFμ3) given in dark blue. The family of 

reinforcement learning models ‘RL FAM’ (Rescorla-Wagner, RW, Sutton K1, SK1, presented in green). 

The family of HGF models better describes task learning behaviour. In the right-hand panels are the 

model frequency and exceedance probability comparing the three HGF models (HGF2: light green, 



HGF3: dark green and HGFμ3: green). The HGFμ3 model best explained the data. B) Volatility estimates 

(μ3) in HTA (yellow) were significantly higher relative to LTA (dark blue, P = 0.003). However, there was 

no significant Block (P = 0.84) or interaction effect (P = 0.92, given by black bars). C) Informational 

(estimation) belief uncertainty about the stimulus outcome tendency was raised in HTA compared with 

LTA (significant factor Group, P = 0.02; shown using black bars on the x-axis). D) The HTA group were 

also significantly more uncertain about the environment (P = 0.03, as given by black bars). However no 

significant differences were found in uncertainty about volatility (σ3) or the tonic learning rates at levels 

2 (ω2) and 3 (ω3).  

 

 

3.5 Time-frequency responses 

 

3.5.1 General modulation of spectral power 

 

At rest, we found no significant differences in the average raw spectral power between HTA 

and LTA groups (P > 0.05, cluster-based permutation test, Supplementary Figure 4). In 

contrast to previous work in high trait anxiety, this result suggests that our HTA group’s general 

spectral profile at rest was not different from the low trait anxious group (Knyazev et al., 2004). 

 

3.5.2 Precision-weighted prediction errors about stimulus outcomes 

 

Within-subject analysis showed there was a significant negative modulation of the oscillatory 

responses by the pwPE regressor in 8–30 Hz in the LTA group relative to baseline (one 

negative cluster, P = 0.001, two-sided test, FWER-controlled, see Figure 3). The significant 

cluster extended within 500–900 ms in 10–20 Hz and had a centroparietal distribution. In the 

HTA group, a significant decrease relative to baseline was found in 8–30 Hz (one negative 

cluster, P = 0.001, two-sided test, FWER-controlled, see Figure 3). The negative modulation 

of the significant cluster was within 500–760 ms in 10–20 Hz and was distributed across 

centroparietal sensors. No significant effect of pwPEs on the gamma-band oscillatory 

responses relative to baseline were found (see Supplementary Figure 5). 

 

 

 

 



 

 

Figure 3. Oscillatory activity between 10–20 Hz is modulated by precision-weighted prediction errors about 

stimulus outcomes: within-group effects. A) Time course of the average oscillatory response (10–20 Hz) to pwPEs 

in each group (LTA, dark blue; HTA, yellow), given in arbitrary units (a.u.). Dependent-samples significant clusters 

in each group are given by horizontal bars on the x-axis in their respective colours. B) LTA sensor correlates of 

oscillatory activity modulated by pwPEs. One negative cluster was found in 10–20 Hz spanning 500–900 ms relative 

to baseline (P = 0.001). On the left is the topographic distribution of this effect, primarily over posterior centroparietal 

sensors, but also in temporal and fronto-central regions. On the right are time-frequency images for the cluster 

averaged across the sensors (the outcome is denoted by the black dashed line; black squares show the significant 

cluster) and the 3D negative cluster showing the total number of sensors (#sensors) forming the significant cluster. 

C) Follows the same format as (B) but showing the HTA group. Similarly we observed a significant negative 

difference from baseline in 10–20 Hz between 500–760 ms relative to baseline (P = 0.001) in posterior and 

centroparietal sensors. 

 



At the between-subject level, an independent sample test between 8–30 Hz revealed a 

significant decrease in oscillatory responses in the HTA group relative to LTA (one negative 

cluster, P = 0.01, two-sided test, FWER-controlled). The latency of the significant cluster was 

within 1100–1330 ms in 8–16 Hz and was widely distributed across central and sensorimotor 

and right frontal sensors (see Figure 4). There was no significant difference between groups 

in gamma-band modulation by pwPEs. 

 

 

 

Figure 4. Between-group differences in alpha-beta oscillatory activity modulated by precision weighted prediction 

errors about stimulus outcomes. A) Time course of the average 8–16 Hz oscillatory response to pwPEs in each 

group (LTA, dark blue; HTA, yellow), given in arbitrary units (a.u.). The time of the significant cluster is shown using 

a horizontal black bar on the x-axis. B) The average 8–16 Hz oscillatory response (a. u.) in the cluster to pwPE for 

individuals in the LTA (dark blue) and HTA (yellow) group. C-D) Between-group differences in the oscillatory activity 

(8–16 Hz) modulated by pwPEs about stimulus outcomes (one significant negative cluster between 1100–1330 

ms; P = 0.01, FWER-controlled). On the left C) is the topographical distribution and on the right D) is the time-

frequency image for the cluster averaged across the sensors (the outcome is denoted by the black dashed line; 

black squares show the significant cluster) E) The total number of sensors (#sensors) contributing to the significant 

3D cluster at each frequency and time point.   

 

 

  



3.5.3 Stimulus-locked predictions about reward tendency 

 

A within-subject level test between 8–30 Hz revealed a significant positive modulation of 

oscillatory activity by the prediction regressor in the LTA group relative to baseline (one 

positive cluster, P = 0.024, two-sided test, FWER-controlled, see Figure 5). The significant 

cluster was within 552–845 ms in 14–20 Hz and had a posterior centroparietal distribution. 

There was no difference from baseline in oscillatory responses modulated by the prediction 

regressor in the HTA group. Independent samples tests also showed there was no between-

group difference in oscillatory activity modulated by the prediction regressor. Of note, the 

statistical tests of predictions in alpha-beta activity were not confounded by modulation from 

the response regressor (motor responses) as we independently accounted for activity 

associated with the response regressor. In fact, the response regressor in the stimulus-locked 

representation led to different effects as those reported for the prediction regressor. This was 

assessed in a control analysis using independent-samples cluster based statistical tests where 

we found a significant increase in oscillatory responses from the response regressor in HTA 

relative to LTA (one positive cluster, P = 0.01, two-sided test, FWER-controlled, see 

Supplementary Figure 6). The significant cluster was within 350–640 ms in 14–26 Hz across 

sensorimotor and central sensors. We also observed a prominent within-group classic 

sensorimotor beta rebound effect in both groups locked to the stimulus (Supplementary 

Figure 7). 

 



 

 

Figure 5. Within-group modulation by predictions to oscillatory activity between 14–20 Hz. A) Time 

course in arbitrary units (a.u.) of the average oscillatory response between 14–20 Hz by the prediction 

regressor in each group (LTA, dark blue; HTA, yellow). The dependent-samples significant cluster for 

the LTA group is shown using a horizontal bar on the x-axis. In dashed black lines are given the time of 

the stimulus ‘S’ and the average response time ‘R’. B) Sensor-level correlates of oscillatory responses 

modulated by predictions in LTA. One negative cluster was discovered in 14–20 Hz within 552–845 ms 

post-stimulus, relative to baseline (P = 0.024).  Left: The topographic distribution of this effect is in 

posterior centroparietal sensors. Right: Time-frequency images for predictions about the stimulus 

outcomes averaged across the cluster sensors (dashed black lines give the time of the stimulus and 

average response; black squares show the significant cluster) and the 3D negative cluster showing the 

total number of sensors (#sensors) comprising the significant cluster. 

 

 

 

  



4. Discussion 

 

Current theories of affective disorders conceptualise some of the psychiatric symptoms as 

divergent hierarchical Bayesian inference, described by difficulties estimating uncertainty and 

maintaining an equilibrium between prior beliefs (or predictions) and sensory input (Paulus & 

Yu, 2012; Pulcu & Browning, 2019). At the neural level, the computational quantities of 

hierarchical Bayesian inference are thought to be encoded by distinct neural oscillations, with 

predictions expressed in low frequency changes and PEs expressed by high frequency 

changes (Bastos et al., 2012). 

 

We provide evidence supporting these predictions in a subclinical group with high trait anxiety 

using MEG data and a probabilistic reward learning task. We first tested for the effect of high 

trait anxiety (HTA) on behavioural responses relative to low trait anxiety (LTA). We found that 

the overall percentage of errors during reward learning in HTA was higher, driven by 

performance in the first experimental task block. Also, HTA raised the average probability of 

switching responses from one choice to the alternative, observed primarily in the first task 

block. 

 

Following model-free analysis, we looked for between group differences in model estimates 

of beliefs and belief uncertainty considered vital to hierarchical Bayesian inference. The 

reward learning data were best explained by a Bayesian model that depends on trial-wise 

belief estimates of volatility. HTA raised volatility estimates across both task blocks, which was 

associated in the first block with an increase in the probability of switching responses, a model-

free metric of stochastic response behaviour. Combined, these results suggest that choice 

probability in the HTA group is more exploratory. Unlike in our state anxiety group in Chapter 

2 (Hein et al., 2021), both environmental uncertainty and informational (estimation) uncertainty 

about the stimulus outcomes were higher in HTA, which is related to amplified volatility 

estimates and consequently larger model updates about stimulus outcomes. 

 

We then looked at the oscillatory correlates of precision-weighted prediction errors (pwPEs) 

and predictions about the stimulus outcomes. Trial-wise model estimates of these 

computational learning quantities were used as parametric regressors in a convolution model 

to explain modulations in the amplitude of oscillatory MEG activity (Litvak et al., 2013). In 

contrast to our previous work in state anxiety (Chapter 3), we found that HTA dampened beta 

oscillations (8–16 Hz) during the encoding of pwPEs between 1100–1330 ms. Interestingly, 

this is consistent with our modelling results. HTA were more uncertain about the environment 



and overestimated volatility, which raises belief uncertainty and learning rates on the second 

level. This could indicate more stimulus-driven processing, enhancing the role of PEs in 

updating predictions (Bauer et al., 2014; Sedley et al., 2016). However, we did not find that 

pwPEs modulated gamma oscillatory activity. Also, the encoding of predictions was 

associated with increased beta activity (14–20 Hz, 552–845 ms post-stimulus) from baseline, 

but only in the LTA group. 

 

As with our previous work (Chapter 3), these results provide evidence supporting generalised 

predictive coding (PC, Brown & Friston, 2013; Feldman & Friston, 2010). In PC, attention 

regulates the precision of PEs by modulating synaptic gain. Functionally, this either inhibits 

new sensory information that elicits PEs (encoded in alpha/beta oscillations) or heighten their 

impact on belief updates (encoded in gamma oscillations, anticorrelated with alpha/beta, see 

Hoogenboom et al., 2006; Lundqvist et al., 2016, 2018, 2020; Miller et al., 2018; Potes et al., 

2014). Taken as a whole, our results expand the computational work on maladaptive learning 

in anxiety but suggest that the effects of anxiety on higher-order cognition are not 

homogeneous, depending heavily on context. Even within the learning domain, the context 

(e.g. rewarded or punishing outcomes) and the type of anxiety (state, trait, or clinical) play a 

core role in the behavioural and neural responses elicited (Chapter 3 and Browning et al., 

2015; Hein et al., 2021; Piray, Ly, et al., 2019; Pulcu & Browning, 2019; Sporn et al., 2020). 

To understand how anxiety research can inform diagnosis and treatment, further empirical 

work is necessary to reconcile or connect the seemingly incompatible findings in the different 

realms of learning and variety of anxious experiences (Grillon et al., 2019; Grupe & Nitschke, 

2013; Hein et al., 2021; Pulcu & Browning, 2019; Robinson et al., 2019; Sporn et al., 2020). 

 

Trait anxiety alters computations of uncertainty during reward-based learning 

 

Here, we provide supporting evidence for the prediction that trait anxiety impedes reward 

learning. Prior work showed a link between high levels of trait anxiety and difficulties in higher-

order executive tasks (de Visser et al., 2010; Hartley & Phelps, 2012; Miu, Heilman, et al., 

2008; Remmers & Zander, 2018), and also that high levels of trait anxiety present distinct 

challenges to learning in changing task environments (Browning et al., 2015; Huang et al., 

2017). An essential contribution of this paper is that we bridge these findings. We show that 

high levels of trait anxiety impairs performance in an executive task and is associated with 

biased uncertainty estimates, especially concerning changes to the environment. Our results 

indicate that misestimation of uncertainty takes centre stage in anxiety, and in our task, gave 

rise to initial suboptimal switching behaviours that vitiated reward learning performance. The 



striking positive side for our HTA group is that despite initially performing worse than LTA, 

HTA learned quickly to meet similar performance levels by the second task block.  

 

Biased estimates of environmental volatility influence lower-level prediction errors through 

precision weights (that is to say, raised volatility estimates increase lower-level belief 

uncertainty and lead to greater model updates). As such, larger updates about the stimulus 

outcomes in our HTA group were driven by both increased environmental uncertainty and 

informational uncertainty relative to LTA. However, this leaves the unresolved question of why 

increased learning about stimulus outcomes in HTA does not equate to an overall boost to 

reward learning performance.  

 

The LTA anxiety group learned well in the first task block, but not at an optimal level. HTA 

were more uncertain about the changing environmental statistics, and thus used larger model 

updates—for the first task block at least. Biased estimates of uncertainty in HTA may have 

driven suboptimal switching behaviour (with higher learning rates in more stable blocks), 

making it an acute challenge to establish if the outcome of a choice was by chance (expected 

uncertainty associated with outcome noise) or by some meaningful statistical instability 

(unexpected environmental uncertainty). This relates to the work of Browning et al. (2015), 

who showed that highly trait anxious individuals exhibit difficulties fitting a learning rate to 

changes in the task environment. In the aversive learning context of Browning et al. (2015) 

this was overall a maladaptive response, with the authors concluding that the HTA group were 

not sensitive to environmental change (lower pupil response and deficit in using volatility to 

inform task choices relative to controls). However, Browning et al. (2015) did not model 

estimates of volatility or expected outcome unpredictability. More recent work has shown how 

anxiety is linked with the inflated valuation of information—driving exploratory uncertainty 

reduction behaviours (Aberg et al., 2021; Bennett et al., 2021). 

 

In our task, as the subjectively estimated degree of volatility dictates the learning rate, the 

learners are required to infer the degree of environmental change dynamically (in spite of our 

relatively set level of ground truth changes). This learning is expressed by monotonic changes 

in log-volatility estimates. In HTA, the increased volatility estimates and switching between 

probabilistic outcomes in the first task block eventually delivered success by the second task 

block—with HTA performing equivalently to LTA. We speculate that the previously 

hypothesised widespread elevated prior expectations for environmental change in anxiety 

(Bishop & Gagne, 2018) may relate to our HTA group needing to learn the stable volatility 

changes in our task through initial maladaptive exploration. Their LTA counterparts may either 

not expect a particular level of change or respond less rigidly to prior expectations and were 



thus better able to estimate volatility and outcome uncertainty accurately, and adapt their 

learning rate accordingly. This account goes some way to explaining why our HTA group 

experienced an initial deficit in reward learning performance that later reached level terms with 

LTA.  

 

One key insight from our results is that inflated volatility estimates in HTA led to nosier 

switching responses. The misestimation of uncertainty that is thought central to the expression 

of anxiety (Pulcu & Browning, 2019) implies a malfunction at higher levels of the belief 

hierarchy that represent the structure of the environment. In particular, this disposition for 

excessively inferring the probability that a true change to the statistics of the world has 

occurred could instigate a policy of heightened prediction error transmission (Mathys et al., 

2011; Weber et al., 2020), as observed in other learning domains (Robinson et al., 2019). This 

may also require particularly precise beliefs at higher levels to offset this tendency.  

 

To complement our finding of higher volatility estimates in the HTA group, we analysed the 

empirical switch rate as a model-free proxy indication of exploratory choice behaviour. We 

would expect a noisier mapping of beliefs to response in HTA, given that our winning model 

describes choice probability as dependent on dynamic volatility estimates and that higher 

levels of volatility raise the learning rate at lower levels. We found a higher empirical switch 

rate in HTA which we observed was primarily in the first task block. HTA also increased 

switching responses following rewarded outcomes and increased staying after unrewarded 

outcomes compared with LTA. This may explain the initially poorer reward learning 

performance in HTA, as higher levels of switching response combined with a maladaptively 

high learning rate would make it difficult to learn the underlying probabilistic contingencies and 

potentially may make distinguishing between meaningful environmental changes and outcome 

noise challenging. More generally, this finding is consistent with evidence from task/set 

switching and reversal learning tasks where high trait anxiety is associated with inflexible 

responses poorly adapted to changes in the task (Ansari et al., 2008; Derakshan et al., 2009; 

Edwards et al., 2015; Gustavson et al., 2017; Wilson et al., 2018).  

 

Commonly, this cognitive inflexibility in highly anxious people is explained by issues with 

attentional control, especially when distracted (Berggren & Derakshan, 2013). However, in our 

probabilistic reward learning task, there are no distractors, and we have consistently shown 

using reaction time data that attentional deficits do not explain impaired reward learning 

performance (see Chapters 2–4 and Hein et al., 2021; Sporn et al., 2020). Browning et al. 

(2015) also provided evidence for learning difficulties in HTA during an aversive learning task 

by establishing there were no differences in their learning rate across the changing 



contingency phases. This describes a suboptimal adaptation to environmental uncertainty. 

Similarly, recent empirical work by Huang et al. (2017) using a volatile reward-based visual 

search task reported both an inflated lose-shift rate and an inflexible adjustment of learning 

rates in HTA. In that study, the HTA group suboptimally used a higher learning rate. Both 

studies, however, did not model volatility estimates. Speculatively, the higher learning rate and 

lose-shift behaviour in Huang et al. (2017) resembles our finding of amplified volatility 

estimates in HTA, leading to more exploratory and shifting responses.  

 

High trait anxiety has also been associated with fewer lose-shift responses in an earlier study 

using a two-choice prediction task (Paulus et al., 2004). A more recent experiment by Jiang et 

al. (2018) demonstrated that high trait anxious individuals initially make suboptimal choices 

about rewards in a probabilistic learning task, providing evidence that negative feedback 

reduced the feedback-related negativity (FRN) amplitude. Strikingly, the authors note, similar 

to our findings, that initially, their HTA group learned the environmental statistics slower than 

controls, but that HTA task performance reached an equivalent level later in their task (Jiang 

et al., 2018). In addition, Xia et al. (2021) reported that HTA impeded learning in a reversal-

learning task with both reward and loss outcomes. Notably, in that study, HTA individuals 

switched less from trials following a loss relative to controls. The authors also explain this rigid 

choice behaviour as diminished sensitivity to negative feedback, supported by evidence of a 

dampened FRN amplitude. Our data add to these findings by showing that switching 

responses and exploratory behaviour during suboptimal learning relate to maladaptive 

volatility estimation biases in high trait anxiety. 

 

Lower frequency encoding of precision-weighted prediction errors and predictions 

  

In Chapter 3, we found that state anxiety increased beta activity during the encoding of pwPE 

and predictions relative to controls. The results followed from the findings reported in Chapter 

2, where anxious individuals had more precise beliefs about the reward outcome tendency, 

reducing the learning rate and diminishing learning (Hein et al., 2021). This motivated our 

hypothesis here that HTA would show a similar behavioural and oscillatory profile in response 

to our reward-based learning task. In line with the Bayesian PC account, we expected higher 

levels of alpha and beta encoding pwPEs and predictions. More specifically, as we expected 

reduced estimation uncertainty about stimulus outcomes to lead to smaller pwPEs (lowering 

learning rates on that level), we predicted increased alpha and beta during the processing of 

pwPEs in our HTA group. We also explored related gamma oscillatory activity. Heightened 

gamma and diminished alpha/beta oscillations have been attributed to encoding pwPE 

(Auksztulewicz et al., 2017; Bastos et al., 2020), with gamma activity anticorrelated to 



alpha/beta activity across the cortex (Hoogenboom et al., 2006; Lundqvist et al., 2016, 2018, 

2020; Miller et al., 2018; Potes et al., 2014). 

 

We found that the encoding of pwPEs in oscillatory activity decreased alpha/beta oscillations 

(10–20 Hz) from baseline during 500–900 ms post-outcome in both groups' central and 

parietal sensors. This finding closely aligns with the temporal and spatial results from our 

previous work in state anxiety in Chapter 3, providing more evidence that a reduction to lower 

frequency neural oscillations encodes pwPEs independently of anxiety. High trait anxiety later 

attenuated the alpha/beta oscillatory response (8–16 Hz) relative to LTA between 1100–1330 

ms over central and sensorimotor sensors. This between-group difference goes in the 

opposite direction to those found in beta activity for state anxiety reported in Chapter 3 and in 

our recent work in reward-based motor learning—despite sharing similar spatial and temporal 

dimensions (beta power and burst events, see Sporn et al., 2020). We were unsuccessful in 

finding complementary increases to gamma oscillations during the processing of pwPEs, as 

has been reported in previous perceptual/sensory processing work (Auksztulewicz et al., 

2017).  

 

Additionally, in the prediction regressor, we observed a significant within-group increase in 

alpha/beta (14–20 Hz) oscillatory activity exclusively in the LTA group between 552–845 ms 

post-stimulus in posterior centroparietal sensors. In contrast to our previous results (Chapter 

3), we found no difference in oscillatory activity processing predictions relative to baseline in 

HTA, and no significant between-group changes. As MEG provides better spatial resolution of 

source localisation (2–3 mm, Singh, 2014), our future work will focus on using individual MRI 

scans to resolve three-dimensional magnetic source imaging (MSI)—determining the active 

site of origin of the changes in spectral correlates due to pwPEs.   

 

We built here on recent progress in the modelling of computational learning quantities and 

their representation in neural responses, providing evidence for the altered encoding of pwPEs 

in high trait anxiety (Diaconescu, Mathys, et al., 2017; Iglesias et al., 2013; Kolossa et al., 

2015; Mars et al., 2008; Nassar, Bruckner, et al., 2019; Nassar, McGuire, et al., 2019; Powers 

et al., 2017; Stefanics et al., 2018; Weber et al., 2020). Although our between-group result 

appears incompatible with our previous finding in Chapter 3, the finding is consistent with the 

hierarchical Bayesian model analysis reported here. Unlike our state anxiety group in Hein et 

al. (2021), HTA were characterised by higher estimates of task volatility (μ3) and excessive 

environmental uncertainty (exp(κμ3
(k-1) + ω2)). Combined, this misestimation of uncertainty 

about the environment amplified uncertainty about the probabilistic reward outcomes (σ2), 

driving larger updates on that level. Given this opposite direction of effect on uncertainty 



estimates in HTA compared with state anxiety, one would expect a lower expression of 

alpha/beta activity in a similar time window post-outcome. This is precisely the result we 

observed, with pwPEs in HTA represented by a significant reduction in 8–16 Hz oscillatory 

activity relative to LTA. We speculate that this lowered precision in the posterior belief about 

the reward tendency is represented by attenuated 8–16 Hz activity in HTA during the encoding 

of pwPEs, reflecting larger updates to predictions.  

 

In visual cortex studies, robust changes in gamma oscillatory responses have been observed 

(Arnal & Giraud, 2012; Bastos, Litvak et al., 2015; Buffalo et al., 2011; Gould et al., 2011; 

Michalareas et al., 2016; Roberts et al., 2013; Xing et al., 2012). Modulation to gamma 

oscillations by PEs has also been shown during learning in perceptual/sensory based tasks 

using MEG (Auksztulewicz et al., 2017) and electrocorticography (Bastos, Vezoli et al., 2015). 

Yet, for reward-based pwPEs, we did not observe changes to gamma oscillations by pwPE—

however, see Palmer et al. (2019) for a lack of gamma-band effects during sensory and 

sensorimotor learning. Our lack of gamma frequency results here and in Chapter 3 suggests 

a more complex relationship between reward-based pwPEs and observable cortical oscillatory 

changes, rendering it difficult to interpret negative results.  

 

As discussed in Chapter 3, neural evidence of cortical gamma responses modulated by 

reward prediction errors have been shown in areas of research outside of the 

sensory/perceptual studies cited above (Berke, 2009; Ellwood et al., 2017; Domenech et al., 

2020; Lohani et al., 2019). Potentially, as our reward-based pwPEs do not encode reward PEs 

(the unsigned difference between received and predicted reward) the phasic responses are 

not robust enough to be detected. Moreover, our MEG based approach may not be sufficiently 

sensitive to pick up on these gamma-band oscillatory signals. Future work may profit from 

using alternative analysis approaches (independent component analysis, see Dickinson et al., 

2015) or design choices (using reward PEs separately) to increase the signal of reward-based 

pwPEs. Use of local field potential recordings in humans, if possible, could also represent an 

excellent means to test the oscillatory proposals of Bayesian PC in reward learning. 

 

As previously mentioned, we hope to capitalise on source localisation techniques using 

individual MRI scans to reveal where the processing of pwPEs evokes activity in deep brain 

sources. Still, future work that follows up on our current findings could also benefit from 

combining models able to infer pwPE and prediction signalling in cortical hierarchies from 

combined EEG and high-resolution laminar fMRI data (Stephan et al., 2019). Inserting the 

trajectories of HGF estimates into laminar dynamic causal models could supply the missing 

spectral evidence linking misestimation of uncertainty in anxiety to hierarchical Bayesian PC 



processing hypotheses about altered ascending connections (Heinzle et al., 2016; Scheeringa 

& Fries, 2019). 

 

Recent work has provided evidence that high levels of trait anxiety attenuate the pupil 

response during the highly volatile blocks during probabilistic aversive learning (Browning et 

al., 2015)—connected with suboptimal adaption of learning rates to changes in the 

environment. Pupil changes have been associated with phasic responses of the noradrenaline 

system, representing surprise about changing environmental conditions in both healthy and 

clinical populations (Jepma & Nieuwenhuis, 2011; Lawson et al., 2017; Muller et al., 2019; 

Pulcu & Browning, 2017; Vincent et al., 2019). Others have reported dynamic changes to the 

learning rate in the dorsal anterior cingulate cortex (dACC, Behrens et al., 2007, 2008). How 

anxiety modulates the learning rate and which computational and neural processes are 

involved remains an understudied area of research (Piray, Ly, et al., 2019). By combining 

hierarchical Bayesian modelling of behaviour with fMRI and EEG recordings, future reward-

based studies designed to include marked changes of volatility across time could determine 

the spectral correlates of hierarchically-related pwPE signalling and associate them with 

previous neuroimaging evidence of learning rate changes. Accordingly, one could test the 

prediction that trait anxiety attenuates responses from the cingulate and prefrontal cortex while 

learning about reward, as these regions are in a core network known to subserve disruptions 

in anxiety and undergird the processing of both volatility and pwPE about stimulus outcomes 

(Bishop et al., 2004; Bishop, 2009; Grillon et al., 2019; Grupe & Nitschke, 2013; Iglesias et al., 

2013). Probing these questions could bridge the misestimation of uncertainty reported here in 

trait anxiety and the computational difficulties reported in Browning et al. (2015) and Huang et 

al. (2017). 

 

In summary, our findings provide a new understanding of the behavioural, computational, and 

neuromagnetic spectral correlates of high levels of trait anxiety on reward learning. Our results 

draw particular attention to the impact of higher-order environmental statistics on reward-

learning behaviour in anxiety. Nevertheless, the connection between unique forms of anxiety 

and different learning domains remains uncertain. Our result that high trait anxiety impairs 

reward learning is consistent with our previous studies on transient states of anxiety (Hein et 

al., 2021; Sporn et al., 2020). However, our finding that high trait anxiety elicits larger model 

updates about the stimulus outcomes is similar to prior work in alternative learning fields where 

anxiety drives better learning in perceptual or sensory processing tasks, including threat 

detection and safety seeking (Aylward et al., 2019; Cornwell et al., 2017; Grillon, 2008; 

Robinson et al., 2011; Wise et al., 2019). Anxiety is a widespread phenomenon of related 

negative affect and a many-sided field of research; we hope our work can eventually contribute 



to the development of learning-based therapy techniques to help reduce excessively high 

levels of anxiety. 

 

 

  



Supplementary Figures 

 

 

 

Supplementary Figure 1. Heart-rate variability in trait anxiety. A) Normalised heart-rate variability 

(HRV). Average HRV (coefficient of variation of the inter-beat-interval of the ECG signal) in high trait 

anxiety (HTA, yellow, mean 0.009, SEM, 0.006) and low trait anxiety (LTA, dark blue, mean −0.011, 

SEM 0.009). The HRV from both experimental task blocks has been normalised by subtracting the 

average HRV in the resting state baseline (R1). No significant differences were found using a non-

parametric 2 x 2 permutation test with synchronised rearrangements. B) Normalised high-frequency 

HRV. Analysis of the high frequency (0.15 – 0.40 Hz) spectral content of the IBI time series data 

revealed there was no significant difference between HTA (displayed in yellow, mean −2.7, SEM, 0.4) 

relative to LTA (dark blue, mean −1.6, SEM 0.8). 

 

 

  



 

 

Supplementary Figure 2. Average empirical switch rate by contingency block. The switch rate was 

calculated for each contingency mapping to show if switching behaviour was higher in an individual 

contingency phase. Probabilistic contingencies ranged from strongly biased (0.9/0.1; for example the 

probability of reward for blue p = 0.9), to moderately biased (0.7/0.3), to unbiased (0.5/0.5). The 

probability of reward assigned to each stimulus was reciprocal: p, 1−p. We observed here that both 

groups exhibit equivalent switch rates among each contingency phase.  

 

  



 

 

 

 

Supplementary Figure 3. Average stay/switch rates by trial outcome. We calculated the stay/switch 

rate following a trial’s outcome (win, lose). The three-way interaction effect between Group (LTA, HTA), 

Response (Stay, Switch), and Outcome (Win, Lose) was significant (P = 0.02). Post-hoc tests 

demonstrated that HTA are significantly more likely to switch after a win trial, also showing lower stay 

rates after a win (PFDR < 0.05). Moreover, the HTA group switched significantly more than LTA following 

a lose trial and stayed less after a lose trial (PFDR < 0.05). 

 

 

 

 

 

  



 

 

Supplementary Figure 4. Resting-state grand-average of the raw spectral power. The raw power 

spectral density was converted into decibels (dB: 10*log10), and averaged in HTA (yellow) and LTA 

(dark blue) groups. Shaded areas denote the standard error of the mean (SEM). There was no 

significant difference in any frequency band tests (1–3, 4–7, 8–12, 13–30, 13–90 Hz). However, in the 

inset (top right panel) we observe marginally higher alpha/beta in HTA relative to LTA, in line with 

Knyazev et al. (2004). 

 

 

 

 

 



 

Supplementary Figure 5. Gamma-band oscillatory activity modulated by precision-weighted prediction 

errors updating belief estimates about the stimulus outcome tendency. A) The average gamma-band 

response (31–90 Hz) in arbitrary units (a.u.) modulated by pwPEs on level 2 (|ε2|). LTA is given in dark 

blue, HTA in yellow, with time in seconds (s) on the x-axis. B) LTA outcome-locked gamma oscillatory 

activity modulated by |ε2|. The left topography shows activity between 100–1600 ms. The right time 

frequency image is averaged over all sensors (black dashed line, ‘O’ representing the time of the 

outcome). C) HTA outcome-locked topographic representation of |ε2| in gamma activity (left). On the 

right is the time frequency image averaged over all sensors (outcome given by black dashed line, ‘O’).  

 

  



 

 

Supplementary Figure 6. Between-group difference on the stimulus-locked oscillatory activity in beta 

12–30 Hz modulated by the response regressor. A) The average 12–30 Hz response in arbitrary units 

(a.u.) to responses in each group (LTA, dark blue; HTA, yellow), with time in seconds (s) on the x-axis. 

B) An independent-samples cluster-based permutation statistical analysis on stimulus-locked beta 

activity by the response regressor—in arbitrary units (a.u.)—showed a significant increase in 14–26 Hz 

in HTA when compared with  LTA. The time of the effect was between 350–640 ms across sensorimotor 

and central sensors (one positive cluster, P = 0.01, two-sided test, FWER-controlled). The right columns 

show the time-frequency image response in 14–26 Hz activity for the between-group data averaged 

over the sensors associated with the cluster and the total number of sensors comprising the 3D cluster. 

Dashed black lines represent the average time of the stimuli presentation ‘S’ and the response ‘R’.  



 

 

Supplementary Figure 7. Stimulus-locked oscillatory activity in beta 12–30 Hz is modulated by the 

response regressor: within-group effects relative to baseline. Responses were given using both hands. 

A) Top row: Dependent samples statistical analysis on stimulus-locked beta activity by the response 

regressor in the LTA group revealed a significant pre-movement decrease in low beta (13–16 Hz) 

between 200 to 360 ms post-stimulus (P = 0.02). On the left is the topographical distribution of the 

significant negative cluster primarily over sensorimotor and central and parietal sensors. On the right 

are the time-frequency images showing the time and frequency of the significant cluster (in black bars) 

and the number of sensors contributing to the cluster. Bottom row: Following the initial decrease in 13–

16 Hz, dependent samples tests showed a significant increase in post-movement activity in 16–26 Hz 

(P = 0.002) in the LTA group. The topographical effect is seen over sensorimotor sensors between 380 

to 1000 ms post-stimulus. On the right are the respective time-frequency and 3D cluster images.  B) 

Similar differences from baseline were observed in the LTA group. Top row: Dependent sample test 

revealed a trend level pre-movement decrease in low beta (13–16 Hz) between 220 to 300 ms post-

stimulus (P = 0.06). On the left is the topographical distribution with the peak of the effect over central 



and parietal sensors. On the right are the time-frequency images indicating the time and frequency of 

the cluster and total sensors comprising the cluster. Bottom row: A significant increase in post-

movement activity in 16–26 Hz (P = 0.001) was seen in the HTA group. The topography of this difference 

is across sensorimotor sensors between 280 to 1000 ms post-stimulus. On the right are the time-

frequency images showing the time and frequency of the significant cluster and the 3D cluster by 

frequency across time consisting of a number of sensors given on the z-axis. All tests are two-sided 

tests FWER-controlled. Plots are given in arbitrary units (a.u.). Dashed black line show events (‘S’, 

stimulus; ‘R’, response). Solid black boxes outline the time and frequency of the cluster. 

  



Supplementary Materials 

 

Model Prior Mean Variance 

3-level HGF κ  1 0 

 ω2 -4 16 

 ω3 -7 16 

 μ2
(0) 0 0 

 σ2
(0)  0.1 0 

 μ3
(0) 1 0 

 σ3
(0) 1 0 

 ζ 48 1 

2-level HGF κ  0 0 

 ω2 -4 16 

 ω3 -7 0 

 μ2
(0) 0 0 

 σ2
(0)  0.1 0 

 μ3
(0) 1 0 

 σ3
(0) 1 0 

 ζ 48 1 

HGFμ3 κ  1 0 

 ω2 -4 16 

 ω3 -7 16 

 μ2
(0) 0 0 

 σ2
(0)  0.1 0 

 μ3
(0) 1 1 

 σ3
(0) 1 1 

 

Table 1. Table of priors for HGF model parameters. An HGF for binary inputs with no perceptual 

uncertainty uses the prior values of beliefs μ(0) and variances σ(0) at each level of the 3-Level HGF 

(HGF3), 2-level HGF (HGF2), and 3-level HGF with μ3 informing the mapping between decision and 

response (HGFμ3, Diaconescu et al., 2014). The table also gives the perceptual parameters κ (coupling 

parameter) and ω2,  ω3 (tonic volatility estimates on levels 2 and 3) and for the HGF3 and HGF2, the 

decision noise parameter ζ, estimated in log space. Free parameters estimated in unbounded space 

are log-transformed. 



Chapter 6: General Discussion 

 

The work in this thesis examined whether subclinical anxiety in healthy individuals disrupts 

optimal hierarchical Bayesian learning about rewards in a volatile environment. We used a 

combination of EEG, MEG, ECG, and computational modelling to ask how anxiety influences 

reward-based learning responses. In our empirical studies (Chapters 2–5), we extensively 

detailed how anxiety shapes ongoing decision making and the electrophysiological and 

neuromagnetic encoding of learning signals in the brain.  

 

In Chapter 2, healthy volunteers experiencing a state of anxiety showed impairments to 

reward learning and biases to estimates of uncertainty about the stimulus outcomes and task 

volatility. Afterwards, we re-analysed the results from Chapter 2 to demonstrate how state 

anxiety changes the neural oscillations encoding predictions and precision-weighted 

prediction errors (Chapter 3). In Chapter 4 we changed tack to focus on the potential adaptive 

motivational component of anxiety. There we reported null results, discussed the differences 

in the effectiveness of the threat of social stress as an experimental manipulation, and 

provided evidence that participants used an alternative response model informed by trial 

estimates of task volatility. In the final study (Chapter 5), we aimed to expand upon the effects 

of state anxiety reported in Chapters 2–3 by testing the effects of trait anxiety levels on reward 

learning and neuromagnetic responses using MEG recordings. We provided evidence that 

high levels of trait anxiety biased belief estimates about environmental volatility and increased 

uncertainty about the environment and the reward tendency of the stimulus outcomes. This 

led to poorer reward learning performance and altered spectral encoding of pwPEs relative to 

LTA. 

 

The discussion sections of each chapter have already addressed a significant portion of the 

particular limitations and implications relevant to each study. As such, first we briefly 

summarise the results of each chapter, and after we concentrate on pulling the related 

discoveries and their conceptual relation to extant work on anxiety together and discuss 

dissimilarities and limitations. We specifically also focus on the potential connection of our 

work to the related field of computational psychiatry, providing selected questions for 

subsequent researchers aiming to use computational models for capturing the effects of 

everyday affective states on decision making. 

 

  



Uncertainty estimation in anxiety  

 

In Chapter 2, we discovered that inducing anxiety in the lab using the threat of a psychosocial 

stressor altered belief uncertainty. In our volatile reward learning context, our state anxiety 

group’s more precise belief estimates about the stimulus outcomes led to the disregarding of 

information (a lower learning rate)—vitiating learning. However, the influence of the lower-

level uncertainty estimates on weighting PEs about stimulus outcomes was expressed in the 

trial-wise amplitude changes of EEG activity in control participants only. This lack of ERP 

response in state anxiety was partially consistent with the result that HGF model estimates of 

the tonic learning rate were significantly reduced under state anxiety. For the controls, 

modulation of ERP responses by the lower-level pwPEs was consistent with the temporal and 

spatial profile of the P300 ERP component. However, the lack of a between-group difference 

hindered our interpretation of neural processing in state anxiety.  

 

In Chapter 3, we followed up on this result of group differences in model-based reward 

learning between state anxiety and controls by reanalysing the EEG data to test how both 

pwPEs about stimulus outcomes and predictions about the reward tendency are represented 

in the oscillatory responses of the continuous EEG signal. We tested the hypothesis from 

hierarchical predictive coding (PC, Bastos et al., 2012) that distinct neural oscillations encode 

predictions and PEs. We predicted that the biased computations of uncertainty in state anxiety 

from Chapter 2 would alter the spectral correlates of these computational learning signals 

(predictions, pwPEs). Interestingly, using the GLM convolution modelling approach on 

estimated time-frequency images, we found increased beta oscillations encoding pwPEs in 

state anxiety in frontal and sensorimotor electrodes, consistent with our recent results in state 

anxiety during reward-based motor learning (Sporn et al., 2020). This result potentially 

represented the attenuation of pwPEs. Also, we showed that state anxiety increased beta 

oscillations during the processing of predictions about the reward tendency, potentially 

representing a firmer reliance on prior beliefs (Bauer et al., 2014; Sedley et al., 2016). Our 

results supported generalised Bayesian PC, where one would expect more resistant posterior 

beliefs (predictions) to be encoded by lower alpha/beta oscillatory activity. Proponents of PC 

also assert that gamma frequencies encode PEs, and others have shown that gamma 

frequencies are anticorrelated with alpha/beta frequencies. Our findings suggest that overly 

precise beliefs about the reward tendency in state anxiety drove lower (tonic) learning rates in 

our task, potentially inhibiting the encoding of PEs through increased beta oscillations. 

However, we did not observe the predicted reduction to gamma-band activity encoding 

pwPEs. 

 



In Chapter 4, we attempted to address the potential motivational component of anxiety by 

coupling learning about reward to reducing anxiety. We aimed to discover if the motivation to 

reduce the threatened social stress test manipulation generates belief estimates consistent 

with previously reported studies where anxiety produces adaptive benefits to task 

performance—characterised by expected unpredictability but with low precision. We 

hypothesised that given the opportunity to reduce the total time spent performing the social 

stress test, the state anxiety group might have engaged more in behaviour designed to resolve 

that uncertainty. This hypothesised result could have explained the differences between 

adaptive and maladaptive anxious responses reported among different learning domains in 

anxiety. However, these interpretations and discussion points remain speculative as we failed 

to induce anxiety in Chapter 4 successfully, with equivalent self-reported anxiety levels and 

physiological proxy measures for anxiety, heart rate variability among the groups. As 

discussed in Chapter 4, this may have been due to the experimenter not successfully 

expressing the cover story required to induce anxiety. 

 

In Chapter 5, we examined how trait anxiety shapes reward learning, computations of 

uncertainty, and pwPE and prediction spectral correlates using MEG data. We showed that 

the high trait anxiety group (HTA) overestimated volatility relative to low trait anxious controls 

(LTA). The model that best explained response data was a hierarchical Bayesian filter model 

(HGF) informed by trial-wise volatility estimates—where overestimating volatility leads to more 

exploratory choices. We confirmed this in a separate model-free analysis of choice switching 

responses. Further model-based results indicated that both environmental uncertainty and 

uncertainty about the stimulus outcome tendencies were higher in HTA. This led to impaired 

reward learning in HTA, which we observed primarily in the first experimental task block. 

Analysis of the time-frequency responses of the continuous MEG data revealed that pwPEs 

were encoded by 10–20 Hz oscillatory activity and that HTA decreased 8–16 Hz oscillatory 

activity relative to LTA in an equivalent time window as reported in state anxiety in Chapter 3 

over central and sensorimotor sensors. 

 

Our work in these empirical chapters broadly indicates that affective states influence the 

tracking of reward in a changing environment. As such, the work presented in this thesis more 

broadly adds to the literature on uncertainty processing in affective states, providing further 

evidence that the picture concerning maladaptive and adaptive biases in anxiety is still 

unresolved. There seems to be somewhat of a ravine between different domains of learning 

in anxiety. Within sensory processing, we observe some potential adaptive functions. While in 

most executive tasks, we observe impairments and maladaptive biases. In this thesis 

exclusively testing reward learning, healthy participants under a state of anxiety and high 



levels of trait anxiety both expressed difficulties in learning. However, there were critical 

differences between state and high trait anxiety groups exposed by using a computational 

modelling approach, which we discuss in more detail below. Much further investigation is 

required to make connections between these independent areas of learning research in 

anxiety. However, as a function of the transdiagnostic impact uncertainty has on mental health 

and the importance of learning for treatment gains, we believe that the work in this thesis has 

a broad potential impact for informing future work and potential learning-based therapy 

techniques in anxiety disorders.  

 

Observed differences between state and trait anxiety 

 

We observed similarities and dissimilarities between our experiments manipulating state 

anxiety and our experiment focusing on trait levels of anxiety. The similarities are simpler to 

tie together. Both state and trait anxiety disrupt reward learning performance. Several 

researchers have provided evidence for anxious physiological arousal diminishing cognitive 

resources and control (Bishop, 2007, 2009; Grupe & Nitschke, 2013; Robbins & Arnsten, 

2009), while others have reported an overreliance on habitual or prepotent actions (Dias-

Ferreira et al., 2009; Schwabe & Wolf, 2009).  

 

Our modelling approach yielded further insights into how this disruption to learning was 

different between state and trait anxiety. Bayesian hierarchical filtering models like the HGF 

can be fit to and describe trial-based empirical learning. This also makes the HGF a simple 

tool for making precise predictions about group-level learning characteristics as the model 

provides individual estimates of belief updates.  

 

The HTA group from Chapter 5 estimated higher levels of volatility and exhibited increased 

environmental uncertainty and uncertainty about stimulus outcomes relative to LTA, leading 

to larger updates and noisier (more switching) response choices. By contrast, the state 

anxious group from Chapter 2 exhibited a biased decrease in uncertainty about stimulus 

outcomes and environmental uncertainty while estimating higher levels of uncertainty about 

volatility estimates (but no overall differences in volatility estimates compared with controls). 

This leaves the question of why we observed an almost opposite pattern of model results in 

state compared with high trait anxiety? Moreover, why were the behavioural responses in trait 

anxiety best explained by a model informed by dynamic volatility estimates when in state 

anxiety volatility was useful in explaining response data but did not inform online decisions? 

 



Trait anxiety is a self-reported measure of the frequency of anxious experiences, tapping into 

an individual's estimates of how these symptoms describe them generally (Grupe & Nitschke, 

2013; Raymond et al., 2017). The impact of high levels of subclinical trait anxiety may 

consequently be more representative of general negative affect than state anxiety, bearing a 

closer resemblance to the characteristics of generalised anxiety disorder (GAD). Increased 

worry tendency (Hirsch & Mathews, 2012) and negative emotions (Spinhoven et al., 2017) are 

important factors elevated in high trait anxiety that predispose individuals to the development 

of GAD (Kanuri et al., 2015). Despite high trait anxiety being a risk factor for developing GAD, 

mechanistic links remain understudied (Chambers et al., 2004; Kertz et al., 2014; Olatunji et 

al., 2010). However, more recent neuroimaging work suggests increased resting-state 

functional prefrontal-amygdala connectivity differentiates GAD from high trait anxiety (Porta-

Casteràs et al., 2020). Using our hierarchical Bayesian learning model in Chapter 5, we 

provide additional insights on the computational processes affected by high trait anxiety, which 

we can also compare to state anxiety.  

 

HTA amplified volatility estimates and drove task choices defined by increased switching 

responses. Increased uncertainty about the environment and stimulus outcome tendencies 

ramped up learning about the reward tendency on the second level. Importantly, HTA 

overestimated volatility in response to our task where probabilistic contingencies changed 

regularly (there were not distinct stable and volatile blocks, see Browning et al., [2015])—

potentially at the cost of learning about the reward contingencies and the probability of an 

aberrant event (outcome noise). This result is consistent with previous research, which has 

shown specific difficulties inferring the underlying statistical regularities of the environment and 

fitting the rate of learning accordingly  (Browning et al., 2015; Huang et al., 2017). 

 

Speculatively, in overestimating volatility, highly trait anxious individuals may be 

underestimating the unpredictability of reward outcomes (the trial by trial noisiness of 

outcomes rather than systematic change as indicated by volatility, represented by the width of 

the likelihood distribution). In our work, we did not model both unpredictability and volatility. 

But the two compete to explain away observed noise. Hence, if high trait anxious participants 

overestimate volatility, unpredictability will be underestimated (Piray & Daw, 2020b; Pulcu & 

Browning, 2019). Extant research has typically manipulated just one type of uncertainty or has 

made visible the expected changes in the experimental uncertainty, or explicitly exaggerated 

the differences between, for example, expected and unexpected uncertainty (Behrens et al., 

2007; Browning et al., 2015; Diederen et al., 2016; Diederen & Schultz, 2015; Nassar et al., 

2012, 2016; O’Reilly et al., 2013). Consequently, we know very little about how humans can 

distinguish and locate the origin of the unique types of uncertainty when not isolated by 



experimental manipulation. Studies looking to extend this line of work in anxiety, whether using 

reward or aversive outcomes, may do well to examine how anxious participants identify, learn 

from, and use unique sources of uncertainty—and explicitly model them (Piray & Daw, 2019).  

 

One key difference to behavioural responses between our results in Chapter 5 on trait anxiety 

and Chapter 2 on state anxiety is switching responses. Behavioural inhibition is normative in 

anxiety where threat/reward associations are present (Bach, 2015). As a result, experimentally 

induced anxiety states may tap into the behavioural expression of hard-wired inhibition 

mechanisms adapted for predator/prey scenarios (Grillon et al., 2019; Grupe & Nitschke, 

2013). By contrast, our HTA group and the experimental procedure in Chapter 5 was absent 

of threat—which could have instead revealed the tendency for increased prior expectations 

(predictions) for the unexpected uncertainty of adverse events (Bach, 2015; Browning et al., 

2010; Indovina et al., 2011; LeDoux & Pine, 2016; Pulcu & Browning, 2017).  

 

In Chapter 2, we experimentally induced a state of anxiety by threatening a psychosocial 

stress task. As just mentioned, this may activate the evolutionarily baked in behavioural 

inhibition induced by threat in anxiety (Bach, 2015). We showed this to some extent in our 

earlier work using an identical state anxiety manipulation to Chapter 2 in Sporn et al. (2020). 

In that reward-based motor learning study, state anxiety was associated with reduced 

variability in performance in an initial exploration phase, subsequently leading to poorer reward 

learning (Sporn et al., 2020). In Chapter 2, we indirectly showed reduced learning through 

inflated estimates of the reward outcome tendency (more resistant beliefs and smaller updates 

about the stimulus outcomes) coupled with less environmental uncertainty. We speculate that 

this is related to the autonomic flexibility-neuro visceral integration model of anxiety and further 

to the disconfirmation of maladaptive beliefs. 

 

The autonomic flexibility-neuro visceral integration model asserts that anxiety consists of an 

intrinsic cognitive rigidity (Friedman & Thayer, 1998). This explains the weaker inhibition of 

worrying thoughts, rumination, and biased processing of negative outcomes as inflexible 

cognitive patterns. Especially when under threat, anxiety is linked with more stable 

physiological responses from the heart (Friedman & Thayer, 1998), rigid responses to 

changing task demands (Ansari et al., 2008; Derakshan et al., 2009; Edwards et al., 2015), 

and is also a key factor in OCD (Meiran et al., 2011) and social anxiety disorders (Arlt et al., 

2016). In Chapter 2 we showed reduced physiological variation in responses from the heart 

(heart rate variability) and more rigid beliefs about probabilistic rewards. 

 



Slower learning about the stimulus outcome tendencies from our HGF modelling results in 

Chapter 2 means that those in the state anxiety group were slower to update their beliefs in 

the face of new information. A potential explanation for our different findings in state anxiety 

and trait anxiety is avoidance behaviours. In Chapter 2, we induced state anxiety using the 

threat of a social stress test, which may relate more closely to social anxiety, where, for 

example, avoiding social events can prevent the anxious individual from disconfirming the 

often erroneous belief that they will be socially embarrassed (Moscovitch, 2009). As such, 

avoidance of threat can distort inference impairing the disconfirmation of maladaptive beliefs 

(Moutoussis et al., 2018). Avoidance behaviours can also be viewed as deficient safety 

learning (Grupe & Nitschke, 2013). While we did not show avoidance behaviours in state 

anxiety in Chapter 2, we did report biased decreases to uncertainty about the stimulus 

outcomes despite poorer performance. We speculate that this more refractory estimation of 

uncertainty may represent an attempt to preserve, even if artificially, a safe environment (a 

bias widely reported in anxiety: see Grupe & Nitschke, 2013). To illustrate, when we precisely 

estimate that we are on average correct, there would be little need to update our beliefs, and 

consequently, a subjectively threatening world may become more certain and manageable. 

Findings reported in high and low trait socially anxious participants in Piray et al. (2019) are 

also indirectly consistent with this more rigid response style, as disruption of optimal learning 

was shown through the inflexible application of their learning rate to a dynamic learning 

environment. Also, a recent study in socially anxious participants showed slower updates to 

beliefs about reward after experiencing social punishment (Beltzer et al., 2019). Interestingly, 

inflexibility of beliefs in anxiety may also be true of the influential Browning et al. (2015) study 

on high trait anxiety, as, in that paper, they used threatening shock outcomes and reported 

inflexible learning rate adaptation to task changes.  

 

Bringing this back to Chapter 2, the above implies that the presence of a future social threat 

for our state anxiety group may have produced a more rigid inhibited learning style. One further 

intriguing observation from our state anxiety group is that model estimates of uncertainty were 

similar to those shown in depression (precise priors that are resistant to change and difficulties 

engaging and learning from reward: see Parr, Rees, et al., 2018). Depression and social 

anxiety disorder are highly comorbid (correlation calculated 12 months after diagnosis is 0.43; 

see Kessler et al., 2005), and thus similar processes like attenuated reward sensitivity may 

subserve both conditions. As a result, the threat of social stress may result in a self-maintaining 

negative emotional state that gives rise to beliefs resistant to revision. 

 

A prediction that falls out from the understanding that different forms of anxiety modulate 

perception and learning in unique ways is that reward-based learning may be differently 



affected by the two standard methods for inducing anxiety in the lab: using aversive shocks 

(Robinson et al., 2013) and psychosocial stress tests (Cavanagh et al., 2011). If this is an 

accurate interpretation, follow-up studies could examine this claim by testing the differential 

effect of the threat of shock and threat of social stress in high and low trait anxious individuals 

on learning in volatile task environments. Additionally, future work using the HGF could test 

the effects of state anxiety in an environment where volatility is not fixed, to examine how 

learning is influenced by dynamic changes to phasic volatility. 

 

In summary, a limited number of studies have investigated the potential mechanism of 

uncertainty estimation in anxiety (Pulcu & Browning, 2019). The results so far indicate that 

environmental uncertainty plays a central role in learning about threatening or aversive stimuli 

in anxiety (Grillon et al., 2019), and now we have expanded this to a purely reward-based 

learning environment. However, to the author’s knowledge, few studies have examined the 

effect of unexpected and expected uncertainty on learning simultaneously while modelling 

these quantities independently. Furthermore, more experiments need to be conducted testing 

the relationship between anxiety, misestimations of uncertainty, and prior experiences to 

reveal the processes that may contribute toward fitting a profile of emotional/mood disorders 

or clinical anxiety. Evaluating if the computational models that usefully describe anxiety in the 

laboratory will prove to be a clinically relevant tool in recognising and treating anxiety disorders 

represents a vital and exhilarating challenge. 

 

Neural responses in time and frequency space in anxiety 

 

The work in this thesis expanded upon prior computational work on learning in anxiety by 

providing electrophysiological and neuromagnetic results (Browning et al., 2015; Huang et al., 

2017; Pulcu & Browning, 2017). In previous studies, pupillometry had been used as an index 

of the trial-wise encoding of surprise (and estimates of volatility) in phasic noradrenergic 

responses, dependent on activity from the central noradrenaline system (Browning et al., 

2015; Pulcu & Browning, 2017; Yu & Dayan, 2005). These phasic pupil responses indicate 

the observation and enhanced processing of more informative events (higher volatility relating 

to greater pupillary dilation) by increases in the gain of sensory input (equivalent to raising the 

learning rate, see Aston-Jones & Cohen, 2005; Browning et al., 2015; Nassar et al., 2012; 

Pulcu & Browning, 2017). Highly trait anxious individuals have been shown to exhibit 

dampened pupil dilation in response to changes in the environment, a result paired with minor 

adjustment of the learning rate to task changes (Browning et al., 2015). 

 



Our work focused on computations of uncertainty and prediction error signalling in anxiety 

during reward-based learning. We provided evidence of single-trial ERP responses correlated 

with model-based pwPEs in controls in Chapter 2, and of the oscillatory correlates of pwPEs 

and predictions about stimulus outcomes in anxiety and controls using EEG and MEG in 

Chapters 3 and 5. Our results broadly indicate that our brains are using predictive models of 

the reward statistics generated by our volatile task environment, assimilating top-down 

predictions about reward encoded in alpha/beta oscillations with bottom-up sensory input 

about stimulus outcomes. The findings give novel empirical evidence for altered oscillatory 

activity in anxiety and evidence of PC in higher-order cognitive functioning. 

 

Computational simulation studies have shown an asymmetry in the spectral profile of feed-

forward and feedback connections  (Bastos et al., 2012; Lee et al., 2013). The direction of our 

effects in alpha/beta-band oscillatory activity encoding predictions follows the cortical 

processing hierarchy outlined in PC: that alpha/beta oscillations are strongest in the 

associated descending (top-down) feedback (Bastos et al., 2012; van Pelt et al., 2016). In a 

Bayesian PC context, this means that stronger priors (predictions) are modulating lower-level 

error transmission by providing inhibitory input to superficial pyramidal neurons encoding PEs 

in gamma. This attenuation on PE signals is also thought to happen by postsynaptic gain 

regulation (the precision ratio modulating PEs, see Bauer et al., 2014; Brown & Friston, 2013; 

Larkum et al., 2004). 

 

The parametric amplification of beta oscillations encoding predictions in anxiety reported in 

this thesis thus implies that the precision of descending predictions is processed by lower 

frequency oscillations (van Pelt et al., 2016). The novelty of our results are that biased 

estimates of precision in anxiety inhibit encoding of PEs used for updating beliefs about the 

tendency of different stimuli to be rewarding, which impacts reward learning behaviour. Our 

findings align with a recent study showing more attentional alpha modulation with more 

predictable targets (Bauer et al., 2014), increased alpha/beta oscillations encoding predictions 

about sensory input (Arnal & Giraud, 2012; Bastos, Litvak et al., 2015; van Pelt et al., 2016; 

Wang, 2010), and more generally with active inference (Friston et al., 2011).  

 

In Chapter 2, we reported that state anxiety increased precision about the stimulus outcome 

tendency and impacted the learning rate (associated with higher levels of beta-band activity 

in Chapter 3). But how do we reconcile this discovery with the fact that the state anxiety group 

was still learning from each trial? Higher precision of predictions represents only that the 

predictions in state anxiety are more precise, not that priors are updated less by pwPEs. We 

did not find evidence of gamma activity encoding pwPEs in controls or in state anxiety. 



Observing increased beta oscillations during the encoding pwPEs in state anxiety still allows 

for updates about the stimulus outcomes to occur, we just did not observe gamma-band 

changes in our study, a limitation discussed below. We stress that the resultant smaller (not 

fewer) updates in state anxiety represent a suboptimal strategy/maladaptive learning, as 

shown by overall poorer reward learning.  

 

In Chapter 5, we revealed that HTA was associated with an opposite spectral profile encoding 

pwPEs compared with state anxiety in Chapter 2, which fits with the opposite pattern of 

modelling results reported in Chapter 5 in HTA. Overestimates of volatility in HTA led to higher 

uncertainty about the environment and reward outcome tendencies, with lower beta-band 

activity encoding pwPEs relative to LTA in an equivalent time window and spatial topography 

to those reported in state anxiety in Chapter 2. This outcome may represent a weaker reliance 

on prior beliefs (Sedley et al., 2016) that up-weights PEs for revising predictions, associated 

in the work of others with increased gamma responses (Bauer et al., 2014). Yet, pwPEs in our 

study did not significantly modulate gamma activity as a function of high or low trait anxiety. 

This leaves the question of how HTA participants had larger updates about the stimulus 

outcomes (but showed poorer learning, at least initially) and did not exhibit increased gamma 

oscillations? 

 

We did not observe gamma-band activity modulated by pwPEs using both EEG and MEG. 

Proponents of PC assert that gamma represents the unexplained portion of the propagated 

sensory input (Bastos et al., 2012; Friston, 2010). As a result, unpredicted and lower 

probability outcomes elicit larger PE responses encoded by increased higher frequency 

gamma oscillations. In Chapter 3, we reasoned that state anxiety decreased PEs and 

associated gamma activity through lower estimation uncertainty and inhibitory input to 

superficial pyramidal neurons. However, this did not explain why reward-related pwPE signals 

did not modulate gamma activity in our control group. Alternatively, we reasoned that our EEG 

recordings were not sensitive enough to detect reward-based PEs in gamma activity. We also 

reported in Chapter 5 that reward-based PE signals may be harder to detect in observable 

cortical changes in oscillatory activity after we did not observe changes to gamma oscillations 

during the processing of pwPEs using MEG. 

 

Our findings suggests that,  in our task, encoding pwPEs is not associated with gamma 

modulation. This outcome was unforeseen as there is now increasing data suggesting cortical 

gamma activity is modulated by reward in multiple cognitive domains outside of perception 

(Berke, 2009; Ellwood et al., 2017; Lohani et al., 2019). As one example, a recent experiment 

using invasive local field potential (LFP) recordings showed dmPFC gamma oscillations 



encoding unsigned reward PEs during a exploration-exploitation task (Domenech et al., 2020). 

Perhaps changes in gamma oscillations encoding reward-based pwPEs are simply not 

observable using the reduced sensitivity of EEG and MEG relative to LFP.  

 

A potential explanation beyond the limitations of M/EEG is that in our task the pwPE regressor 

is not directly coding reward PEs, but both i) a positive reward PE (rewarded when weak 

association of stimulus and reward) and ii) a negative reward PE (unrewarded despite 

selecting the stimulus strongly associated with reward). Alternatively put, our pwPE estimate 

codes for how much the participant needs to update the contingency (tendency) belief, not 

how much more or less (than expected) reward they received. 

 

Further studies into reward-based learning are needed to resolve this limitation in our work. 

Using invasive LFP recordings in humans may be especially important in future work to 

expand the oscillatory hypotheses of Bayesian PC to more general learning contexts. It would 

also be interesting to reintroduce manipulations to task volatility, as with earlier work (Browning 

et al., 2015), and record M/EEG responses to track the hypothesised larger gamma-band 

activity elicited by environmental change and unpredictable outcomes. Combining 

pupillometry and MEG data with hierarchical Bayesian modelling would be an excellent way 

to collate evidence on computations of uncertainty, learning rates, and altered oscillatory 

responses by pwPEs and predictions in anxiety. 

 

One limitation with the studies in this thesis is our inability to use the third level log-volatility 

estimates in GLM analyses due to multicollinearity, the high linear correlation between 

pwPEs/predictions about stimulus outcomes and pwPEs/predictions about volatility. Volatility 

in the HGF model is estimated as a continuous value evolving as a Gaussian random walk. 

We have discussed alternatives that model changes in the environment as sudden changes 

(Nassar et al., 2010), highlighting how, in practice, both generative models (HGF and change-

point models) can successfully handle both sudden and diffuse environments (Marković & 

Kiebel, 2016). That analysis showed that Bayesian inference and model comparison methods 

could correctly distinguish data generated by the HGF versus a reformulation of a change-

detection model. However, perhaps they still might lead to different interpretations. An exciting 

avenue of research to explore would be if change point models (Nassar et al., 2010; Wilson 

et al., 2013) can make distinct predictions concerning neural processing and circuity and 

whether these models can better explain the associated behavioural data; this is associated 

with the still unresolved question of whether the brain utilises a generic strategy for solving 

tasks, possibly at the expense of specialised tasks (Weber, 2020). Interestingly, recent 

accounts of learning have asserted that simple but general form algorithms may perform the 



learning process in one part of the brain, like the dopamine system, and that these parts may 

be used to train other areas like the prefrontal cortex to use more specialised solutions to 

particular task demands (Wang et al., 2018). 

 

Key challenges for work to come will be in the examination of model update principles. An 

interesting outstanding question is how PEs afford updates to the generative model to provide 

refined posterior beliefs about upcoming outcomes based on alpha/beta and gamma 

oscillations. Moreover, we still know very little about how the descending oscillatory signals of 

predictions interact with ascending signals at a neurophysiological level to alter gamma-band 

activity. Suggestions so far have included cross-frequency phase–power,  power–power  or  

phase–frequency coupling (Jensen & Colgin, 2007). Future studies could specifically target 

these cross-frequency interactions in anxiety in a learning task where the experimental 

manipulation methodically modulates model updating.  

 

The role of the prefrontal cortex in reward learning and anxiety 

 

Despite increasing data strengthening the striatal reward PE model of learning over the past 

two decades, continued investigation has revealed somewhat of a conundrum in the 

involvement of the prefrontal cortex (PFC, Wang et al., 2018). Evidence suggests that the PFC 

realises reward-based learning processes astonishingly similar to the mechanisms detailed 

for dopaminergic reinforcement learning. Although the neural expression of expected value in 

the PFC has been strongly supported for some time (Padoa-Schioppa & Assad, 2006; 

Rushworth & Behrens, 2008; Seo & Lee, 2008), a more contemporary line of investigation has 

revealed that the PFC encodes a recent record of actions and rewards (Barraclough et al., 

2004; Kim & Shadlen, 1999; Seo & Lee, 2008; Seo et al., 2012; Tsutsui et al., 2016; Wang et 

al., 2018). Put simply, some activity in the PFC seems to encode an independent and self-

sufficient reinforcement learning algorithm (Wang et al., 2018).  

 

The contribution of the PFC to reward-based reinforcement learning and its overlap in anxiety 

states provokes the question of how anxiety might interfere with reward-based learning in this 

self-contained PFC network. Some have reported that dopamine drives model-free learning, 

whereas the PFC drives model-based learning. This is because the PFC is known to represent 

task structure (Bromberg-Martin, Matsumoto, Hong, et al., 2010; Daw et al., 2005). Recent 

work attempts to reconcile the two systems, in light of evidence that dopaminergic PEs also 

represent task structure (Bromberg-Martin, Matsumoto, Hong, et al., 2010; Daw et al., 2011; 

Nakahara & Hikosaka, 2012; Sadacca et al., 2016), by suggesting that the dopaminergic 

model-free system may instruct and calibrate the model-based PFC system to seize upon 



particular answers to particular changing task environments (Wang et al., 2018). Wang and 

colleagues (2018, p. 861) call this ‘meta-reinforcement learning’ from the recurrent neural 

network of the PFC. 

 

The relevance for our discussion on anxiety is both the diminished activity in the PFC reported 

in anxiety (denuding capabilities for control of attention, working memory, and predicting safety 

Bishop, 2007, 2009; Grupe & Nitschke, 2013; Robinson et al., 2013), and the reported deficit 

in adapting to changing environments (Browning et al., 2015; Huang et al., 2017). The 

expectation of threat in anxiety may thus use up the resources necessary for processes 

unrelated to threat, such as working memory. That said, this account is likely oversimplified, 

as different circuits between several brain regions are implicated in anxiety (Grupe & Nitschke, 

2013). Accordingly, anxiety may interfere with the optimal and efficient learning of the 

statistical task structure and reward environment, linking to the neuroimaging results of 

Behrens et al. (2007), who showed dorsal anterior cingulate cortex (dACC) activity in the PFC 

associated with adapting learning rates to environmental change, and more broadly to work 

reporting the dACC is involved in reward-based decision making (Bush et al., 2002).  

 

It is difficult to interpret our electrophysiological findings (Chapters 2 and 3) with respect to 

the above neuroimaging work. However, disruptions to PFC activity could be related to our 

lack of trial based ERP responses under state anxiety in Chapter 2, where controls showed 

an ERP response in frontocentral channels. In Chapter 3, we provide one potential 

neurophysiological process that may drive these reward-based learning disruptions in anxious 

states in the increased beta oscillations encoding predictions and pwPEs in frontocentral 

electrodes. Later in Chapter 5, we provide neuromagnetic evidence of decreased beta 

oscillations encoding pwPEs in HTA compared with LTA. However, this effect was seen across 

central, sensorimotor, and right frontal sensors. Our future source space study on this MEG 

dataset should clarify the origins of these oscillatory differences in trait anxiety. And further 

studies in this field would also benefit from utilising dynamic causal modelling to reveal in 

greater detail the role of the interconnected regions in anxious reward learning (such as 

prefrontal-amygdala connectivity, see Soltani and Izquierdo [2019] for further details) and the 

encoding of pwPEs and predictions. 

 

Outstanding questions for continued work into how the brain computes uncertainty is how the 

different forms of uncertainty are represented in the brain and whether these are 

distinguishable for different outcomes, such as reward and punishment. Even though studies 

in animals and humans show an array of separable neural processing regions associated with 

uncertainty estimates, little is known about how affective outcomes (e.g. reward, punishment) 



and states (e.g. mood, state anxiety, trait anxiety) modulate uncertainty processing in the 

brain.  

 

Limitations 

 

In Chapters 2–5, we showed that the hierarchical Bayesian filter (HGF, Mathys et al., 2011) 

model explains reward learning behaviour in an unpredictable (in)stable environment better 

than alternative reinforcement learning models and a HGF with a fixed volatility term. But how 

confident should we be in the conclusion that the brain is making use of the HGF model 

quantities? Alternatively put, it might be difficult to create a model that explains behavioural 

data that exhibits no relationship to neural responses. Predictive coding (PC) describes a 

algorithmic process of perception and inference (Friston, 2005; Rao & Ballard, 1999) based 

on the hierarchical organisation of the cortex, on which similar hierarchical principles the 

Bayesian HGF is constructed. Uncertainty is in the foreground of both PC and HGF models, 

with the strength of belief updates depending on the precision (inverse uncertainty) of prior 

beliefs (predictions) scaling prediction errors (pwPEs). However, in contrast to the HGF, PC 

is set in continuous time, with the posterior beliefs and pwPEs that develop from sensory input 

seized upon by differential equations, with higher levels generally predicting the state of lower 

levels (i.e. the mean [versus the variance] of the probability distribution, see Friston, 2005, 

2010; Rao & Ballard, 1999). 15 By contrast, the HGF functions in discrete time using one-step 

update equations, where higher levels predict the volatility of lower levels (Mathys et al., 2011, 

2014). As such, higher levels of estimated volatility modulate the uncertainty at lower levels 

giving rise to faster belief updates. Also, the HGF calculates belief updates across all levels of 

the hierarchy and uses a response model that provides it the ability to explain trial based 

behavioural and neural responses. Some outstanding questions that fall out from these 

differences between PC and the HGF are whether the HGF can be developed to handle both 

volatility-based and mean value-based updates, using differential equations for the within-trial 

dynamics of belief updates, and how this might differently operate in the cortical microcircuits 

outlined by Bastos et al. (2012). Future studies could then start to show the equivalency 

between these two hierarchical Bayesian models of perception and learning, and demonstrate 

through simulations the predicted neural responses.  

 

A limitation of our work is that we used only the HGF as a Bayesian model of learning about 

environmental stability. There are, however, alternatives such as change-point models and an 

 

15 Although for an exception to predicting the mean of probability distributions in PC see Kanai et al. 

(2015). 

https://paperpile.com/c/5nL6Ye/FkMij
https://paperpile.com/c/5nL6Ye/FkMij


extension of the Kalman filter that includes volatility (volatility Kalman filter [VKF]) estimates 

that could be tested in future work (Moens & Zénon, 2019; Nassar et al., 2010; Piray & Daw, 

2020a, 2020b; Wilson et al., 2010). While we discussed previously that in practice both change 

point detection models and the HGF perform equivalently in a comparative analysis (Marković 

& Kiebel, 2016) and can be approximated with one another (Mathys, 2012), these models may 

produce unique interpretations from identical data. Potentially change point models or the VKF 

might be better at explaining behavioural responses in anxiety. A further intriguing avenue for 

future work might be whether change point detection models and the VKF form independently 

distinguishable predictions about underlying cortical microcircuitry and the distinct types of 

uncertainty, and which can best describe behaviour.  

 

A second limitation of working with the HGF is the inability to model outcome noise. This can 

purportedly be addressed by the VKF through the simultaneous modelling of both volatility 

estimates and ‘unpredictability’ or outcome noise (Piray & Daw, 2020a, 2020b). Distinguishing 

between these two origins of uncertainty is an important and understudied feature of adaptive 

learning behaviour (Piray & Daw, 2020a, 2020b), particularly concerning neuropsychiatric 

populations and affective disorders related to misestimation of uncertainty (Pulcu & Browning, 

2019). Future work could explore anxious learning during changes between stable and volatile 

blocks using the VKF to determine the relative influence of both types of uncertainty on belief 

updates. Perhaps anxiety might best be described by difficulties distinguishing between 

outcome noise and meaningful changes to the environmental statistics. We would anticipate 

based on our findings in this thesis that high trait anxiety would be associated with the 

increased misattribution of outcome noise as ground truth changes to the environment.  

 

A final limitation of our work is in the suboptimal design choices of Chapter 4 that aimed to 

test the motivational component of anxiety in driving uncertainty reduction and reward-seeking 

behaviour in state anxiety. We estimated that the motivation to perform well during our reward-

learning task and reduce the total time spent performing a secondary anxiety-inducing social 

stress test would be a sufficiently powerful motivational effect to alter learning. However, two 

design issues limiting Chapter 4 included the subtle effect of this kind of external motivation, 

and the issue discussed in Chapter 4 concerning the performance of the experimenter 

delivering a cover story to successfully induce anxiety. It would be interesting to examine this 

motivational component of anxiety in follow-up reward-based studies where we addressed 

these design limitations. Future work could make use of the shock methodology in inducing 

anxiety. A useful design could be where participants experience blocks under threat of shock 

that are coupled to independent blocks of safety where reward based learning is isolated. In 



reward-based blocks participants can reduce the unpredictability or probability of later shock-

based blocks.  

 

Challenges and future directions  

 

As a final discussion point, we attempt to at least partially connect the results of this research 

thesis to computational psychiatry and clinicians’ efforts to treat aspects of anxiety 

(Moutoussis et al., 2017, 2018; Nair et al., 2020). One intriguing connection is between our 

findings of biased uncertainty estimates and resistant belief updates in state anxiety and the 

‘counterfactual gating’ hypothesis from Moutoussis et al. (2018). In that paper, the authors 

outline an account of maladaptive belief updates where absent feedback (counterfactual 

outcomes, ones that did not materialise) of predicted aversive events, when aligning with 

maladaptive beliefs, could prevent the updating of more credible alternatives (Moutoussis et 

al., 2018). Thus, Moutoussis et al. (2018, p. 60) conclude, “counterfactual thinking can then 

strengthen maladaptive beliefs and drive an increase of avoidance behaviours in the absence 

of actual feared outcomes”. Counterfactual gating is then the process whereby harmless 

events are mis-estimated as behaviours resulting in the reaffirmation of avoidance or safety 

behaviours. This type of maladaptive attribution of harmful outcomes to benign causes can 

maintain dysfunctional beliefs by inhibiting the impact of new evidence (Moutoussis et al., 

2018). One speculation from the results in this thesis is that states of anxiety may be related 

to counterfactual gating through the biasing of uncertainty estimates. This line of research into 

dysfunctional biased beliefs, misestimates of uncertainty, and maladaptive evidence 

accumulation in anxiety is an exhilarating and challenging direction for future research.  

 

One important issue with probing these biases further using current learning and decision-

making tasks in cognitive neuroscience and psychology (as was used in this thesis) is the lack 

of ecologically valid tasks. The bespoke task environments we use for investigating and fitting 

models to human behaviour are oftentimes excessively artificial, with an immoderate number 

of assumptions concerning the information agents might use to guide behaviour to achieve 

some task goal. Ecologically valid tasks are methodologically and ethically more difficult, 

demanding a whole different level of experimenter and participant trust (Moutoussis et al., 

2018). Computational psychiatry (and the related work using models in subclinical samples as 

reported here) would benefit from concentrating on reproducibility, generalisability, and the 

test-retest reliability of parameter estimation and tasks (Nair et al., 2020; Wilson & Collins, 

2019). The changes observed in the artificial contexts in cognitive neuroscience need to 

generalise between real life and the experimental setting, of which there is little evidence so 



far (Eisenberg et al., 2019). This is particularly important when we seek to inform treatment 

based psychological therapy (Scholl & Klein-Flügge, 2018).  

 

Outside of the artificial tasks used in human cognitive neuroscience, alternative research 

areas have benefited from utilising more naturalistic designs (computational ethology, see 

Mobbs et al., 2021). While some steps have been taken to achieve this in neuroscience, with 

immersive tasks (Nord et al., 2017) and by using a host of digital graphics and virtual reality 

(Bouchard et al., 2017; Gega, 2017), future studies would gain tremendously from taking on 

this approach to achieve an understanding of behaviours not easily accessible using traditional 

tasks; we could thus considerably advance our insights into behaviours observed outside of 

the laboratory.  

 

Future work also needs to establish how stable computational parameters are across time in 

control participants to be helpful in a therapeutic context. As mentioned above, the test-retest 

reliability for parameters of specific tasks is at present relatively moderate (Enkavi et al., 2019). 

Increasing parameter reliability can boost the power and sensitivity of use for tracing brain 

changes and behaviour changes in clinical states and assessing the efficacy of treatments 

(Nair et al., 2020). As touched on before, specifically tailored or artificial tasks also can reduce 

how much we can interpret and assimilate new evidence. Bringing this back to anxiety, this is 

particularly vital when aiming to understand the impact of an intervention on an outcome, for 

example, the impact of cognitive behavioural therapy in anxiety on the learning rate in volatile 

environments (Nair et al., 2020). In contrast to neuroimaging/magnetic and 

electrophysiological methods, computational modelling techniques are uniquely positioned to 

afford scalable and pragmatic biomarkers (e.g. using online and smartphone apps for 

collecting large datasets) extracted from behaviour and validated by neural physiology. Using 

this method also affords better post-study/treatment longitudinal examinations for tracking the 

expression of symptoms and treatment efficacy. Good examples of this have been in mood 

and decision making research (Eldar et al., 2018; Rutledge et al., 2014, 2017) and more 

recently in anxiety (Wise & Dolan, 2020). 

 

In summary, throughout the work in this thesis, we have explored and revealed how anxiety 

is not a uniform affective state homogeneously interacting with cognition. Rather, we have 

found that the different types of anxiety generate distinct effects on behaviour and neural 

responses in our reward learning task. We observe in the work of others that the different 

forms of anxiety also have different effects on behaviour depending on the learning context. 

Our focus has been on the understudied aspect of learning from rewards in subclinical anxiety, 

examining the divergence from Bayes optimal learning in volatile environments. We utilised a 



modelling approach to understand further the computational dimensions of individual 

variability pertinent to these learning and inference states. This approach is particularly 

important for clarifying whether sub-optimality in Bayesian learning and cognitive biases are 

normative, as with anxiety, depending on context. Future research can then take the critical 

next steps in identifying risk factors specific to individuals from biases that may help to create 

and sustain anxiety disorders; as despite identifying biased reward processing in several 

neuropsychiatric disorders, we are not much closer to understanding their symptoms and 

trajectories (Moutoussis et al., 2015; Whelan et al., 2014).  
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