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ABSTRACT 
In recent years, the use of Virtual Characters in experimental 
studies has opened new research avenues in social neuroscience. 
In this paper, we present the design, implementation, and 
preliminary results of two case studies exploring different types of 
social cognition using interactive Virtual Characters animated 
with motion captured data.  
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1 INTRODUCTION 
Recent advances in the technical ability to build realistic and 
interactive Virtual Environments (VEs) have allowed 
neuroscientists to study social cognition and behavior in virtual 
reality. This is particularly useful in the study of social 
neuroscience, where the physical appearance and motion of 
Virtual Characters (VCs) can be fully controlled [1]. The aim of 
the present two studies was to test what interactive features of 
VCs are needed to study social cognition in controlled but realistic 
contexts. 
   Previous studies suggest that human participants respond 
towards Virtual Characters (VCs) as if they were real social 
entities: they keep a polite distance from VCs who make eye 
contact [2] and display appropriate body movements while 
interacting with a VC [3]. Very simple VCs have been used to 
study perspective taking and social exclusion [4, 5]. More realistic 
VCs were used to examine social gaze during functional magnetic 
resonance imaging (fMRI) [6]. VCs which engage in verbal 
interaction have also been used to study social factors such as 
rapport [7], persuasion [8], and pro-social emotions [9]. 
   In the following we present two studies which explore how VCs 
can be used to examine human imitation behavior, and test what 
interactive features are useful in this regard. Study 1 tests if 
participants respond faster when cued by a congruent VC 
movement than when cued by an incongruent VC movement, 
building on [10]. Study 2 investigates which aspects of avatar 
appearance and mimicry behavior influence both implicit and 
explicit trust. In both studies the participants were motion tracked 
in real-time. Both studies implemented interactive VR with 
WorldViz Vizard, and the motion capture was conducted with 
Polhemus magnetic motion sensors. The VCs were animated in 
Autodesk motion builder with either real-time streamed or pre-
recorded data. 

2 STUDY 1: CONGRUENCY EFFECT IN DRUMMING 
This study tests whether a participant’s actions in a drumming 

sequence are influenced by a VC’s action sequence. In this task, 
participants take turns with a VC to play short rhythms consists of 
three beats on three drums. As shown in Fig. 1(a) and (b), 
participants sit at a table opposite the VC, the participant and VC 
each have three drums on their table. A virtual iPad provides 
instructions to the participant. Participants are fitted with two 
trackers: one on the dominant hand (only right-handed 
participants were recruited), which they use to perform the drum 
tapping, and the other one on their forehead. For each trial, first 
the VC taps three-beat sequence (e.g., “1-3-2”) with animations 
created from a pre-recorded motion capture session. Then the 
participant is instructed via the virtual iPad to perform their own 
three-beat sequence. Unbeknownst to the participant, these 
sequences can be congruent to the action of the VC (e.g. “1-3-2”) 
or incongruent (e.g. “3-1-1”).  Note that congruent sequences 
allow the participant to mirror the VCs actions. During the 
participant’s response period, the VC actively watches the 
participant, turning her head to follow the participant’s head 
motion. This is implemented with the motion tracker on the 
participant’s head. Participants are instructed that they are taking 
turns with the VC to play sequences, and must response to their 
own sequence as fast and accurately as possible. They receive 
positive (iPad turns green) or negative (the iPad turns red and 
gives a “beep” error sound) feedback on each trial.  
    A pilot study was conducted with 22 participants. Each 
completed three blocks of trials with the VC, and each block 
contains 48 trials, half congruent and half incongruent, presented 
in a pseudorandom order. In total for each participant 144 trials 
(72 congruent and 72 incongruent) were conducted, and only the 
correct trials were included in the data analysis. The reaction time 
on each trial was taken as the time from appearance of the cue on 
the virtual iPad until the time the participant touched the first 
drum. The congruency effect was calculated as the mean reaction 
time to incongruent trials minus the mean reaction time to the 
congruent trials. Result shows a strong congruency effect (t(21) = 
-4.6, p < 0.001), with a faster response in congruent trials (M = 
911ms, S.E. 83.1) than the incongruent trials (M = 941ms, S.E. 
83.4). This demonstrates that VC actions can elicit imitative 
behavior, even in a minimally interactive context. This study will 
serve as a baseline for our future studies that will manipulate the 
appearance or behavior of the VC, and contrast social with non-
social action cues. The use of Virtual Reality provides essential 
flexibility and repeatability in these studies. 

3 STUDY 2: VCS SOCIAL MIMICRY IN REAL TIME 
We conducted two experiments investigating implicit and explicit 
trust towards VCs. In each experiment participants interacted with 
two female VCs which differed in appearance, voice, and 
nonverbal behavior (all counterbalanced). The VCs were 
displayed on a projector screen in a virtual extension of the 
laboratory (Figure 1d). One VC always mimicked the 
participant’s movement, whereas the other moved non-
contingently [11]. When a mimicking VC was displayed, the 
motion trackers on the participant’s head and chest (Figure 1c) fed 
position and rotation data to animate an avatar in real-time. The 
avatar movement was mirrored and delayed by 4s, then applied to 
the VC to generate social mimicry. When a non-mimicking VC 
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was displayed, pre-recorded motion from a pilot participant was 
used to animate the VC in a realistic but non-contingent fashion. 
Both VCs blinked at suitable intervals and moved their jaw 
according to speech amplitude. 
    In the first experiment, 36 female participants listened to each 
VC deliver two persuasive speeches with accompanying arm 
gestures and facial expressions (smiles, frowns and eyebrow-
raising). After each speech, the participant rated agreement on a 
continuous scale (strongly disagree - strongly agree) with five 
statements about rapport and five statements about trust towards 
the VC. They played ten rounds of an economic investment game 
with each VC, to measure implicit trust in terms of the average 
amount invested across trials [12]. We analyzed data from 27 
participants who did not detect mimicry. The effects of mimicry, 
appearance and voice on ratings or investment were not 
significant. Ratings of trust and investment in the economic game 
were not correlated, suggested a distinction between implicit and 
explicit trust.  
    In the second experiment we changed one of the VC 
appearances to be more distinctive. Twenty-seven participants 
took five turns with each VC to describe photographs. The VC 
descriptions were pre-recorded. The participant rated rapport and 
trust statements as before, and played five rounds of the economic 
investment game. We analyzed data from 17 participants who did 
not detect mimicry. There was no significant correlation between 
ratings of trust and investment in each VC, which replicates our 
previous finding. There was a significant interaction between 
mimicry and the mimicking VC’s appearance on participants’ 
ratings of trust (F(1, 15) = 8.2, p = .01, ηp2 = .35) and rapport 
(F(1, 15) = 18.4, p = .001, ηp2 = .55). These effects were driven by 
appearance, with participants rating higher rapport and trust 
towards character A (Fig. 1e) than character B (Fig. 1f). The same 
effect was not significant for investment (F(1, 15) = 3.9, p = .07, 
ηp2 = .21). There was no significant correlation between ratings of 
trust and investment in each VC, which replicates our previous 
finding. Together, these results suggest VC appearance influences 
explicit feelings of trust more than implicit trust behavior. 

4 DISCUSSION 
We have presented two lines of research to illustrate how VCs can 
be used in social neuroscience. In Study 1, participants responded 
faster following congruent VC movements than following 
incongruent ones. This extends previous studies of finger 
movements without VCs [10] by showing that the congruency 
effect occurs in response to extended sequences of actions 
performed by another person in a social context. In Study 2, we 
found that mimicry by a VC can be implemented with acceptable 
detection rates (26% for experiment 1 and 38% for experiment 2), 
but does not influence either explicit or implicit trust. Explicit 
ratings were influenced by subtle differences in VC appearance, 
and implicit ratings were unrelated to explicit ratings.  
    These studies provide a useful starting point for examining 
social neuroscience with VCs. They show that it is feasible to 

implement controlled experiments with VCs, and that participants 
respond well. However, factors including VC appearance must be 
carefully controlled, and better implicit measures of participant’s 
social response to VCs should be developed. In future, we plan to 
use these paradigms to test current theories of human social 
interaction, and to implement VCs in conjunction with 
neuroimaging methods including fMRI and near-infrared 
spectroscopy. This will provide realistic, well-controlled social 
interactions in relation to measures of brain function.   
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(a) (b) (c) (d) (e) (f) 
Figure 1: Figure 1. Using VCs in the study of social neuroscience (a & b) The drumming paradigm (c, d, e, & f) mimicry VC 

190


